
  

  
 

 
 

 20Cube Logistics Solutions Pvt. Ltd., 

9th Floor, Navins WSS Towers, 

Pudupet, Chennai, India 600002. 

+91 44 4393 3000     www.20cube.com 

 

 

 

 
18-Aug-2021 
 
The Head of Department, 
Department of Computer Science, 
St. Joseph’s College (Autonomous)  
Trichy, India. 620 002. 
 

 
Sub : Campus Recruitment Engagement Proposal 

 
Dear Sir, 
 
Our Company 20Cube Logistics Solutions Pvt. Ltd., was incorporated in 2011 and we are in to Supply Chain 
related technology developments.  
 
Based on our discussions with you, we are happy to inform you that we wish to engage your esteemed 
institution for our campus recruitment engagement for next 3 years. We require your support to identify a 
suitable last year graduates from MCA and MSc Computer Science departments. The recruitment process 
location will be either at your college premise or our Chennai facility, which will be communicated to you 15 
days in advance.  
 
The Selected candidates will be offered by the HR Consulting firm “TalentPro India HR Pvt Ltd.,” 
 
 
Thanking you, 
For 20Cube Logistics Solutions Pvt. Ltd., 
 
 
 
 
SALETH JOHNPAUL 
Vice President – Information Technology 

      

AQAR 2020-21 

3.7: Collaboration 

3.7.1: Activities for Collaboration - Research 

  

 

http://www.20cube.com/
DEVISASCHAN
Underline







ADV  MATH
SCI  JOURNAL

Advances in Mathematics: Scientific Journal 9 (2020), no.5, 2791–2800
ISSN: 1857-8365 (printed); 1857-8438 (electronic)
https://doi.org/10.37418/amsj.9.5.40

FIXED POINTS THEOREMS OF (κ, µ) RATIONAL CONTRACTIVE
MAPPINGS IN ORDERED COMPLEX VALUED QUASI METRIC SPACES

J. UMA MAHESWARI1 AND A. ANBARASAN

ABSTRACT. In this article, we proved so many fixed point results with help
of new notion (κ, µ) rational contractive mappings in ordered complex valued
quasi metric spaces and show that the example exist as well as application on
fixed point theorems.

1. INTRODUCTION

The Banach contraction principle is a basic tool for developing the fixed point
results. Many authors contributed for proving fixed point results [1–5]. Doitchi-
nov in [8], Adam et al. in [4], Dung in [10] have introduced fixed point the-
orems existence of complex valued quasi metric spaces. The concept of almost
contraction initiated by Berinide. So many authors generalized that contrac-
tion, [6,7].

Before entering into our main results we shall recall some basic definition and
results which are needful.
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2. PRELIMINARIES

We recollect some basic definitions and notions which is useful for proving
our main results.

Let C be the set of complex numbers and p1, p2 ∈ C. Define a partial order ≤
on C as follows:
p1 ≤ p2 if and only if Re(p1) ≤ Re(p2),Im(p1) ≤ Im(p2).

Consequently, one can infer that p1 ≤ p2 if one of the following conditions is
satisfied:

(i) Re(p1) = Re(p2), Im(p1) < Im(p2),
(ii) Re(p1) < Re(p2), Im(p1) = Im(p2),

(iii) Re(p1) < Re(p2), Im(p1) < Im(p2),
(iv) Re(p1) = Re(p2), Im(p1) = Im(p2).

In particular, we write p1 � p2 if p1 6= p2 and one of (i), (ii) and (iii) are satisfied
and we write p1 < p2 if only (iii) is satisfied. Notice that

(a) If 0 ≤ p1 � p2, then |p1| < |p2|,
(b) If p1 ≤ p2 and p2 < p3 then p1 < p3,
(c) If a, b ∈ R and a ≤ b then ap1 ≤ bp1 for all p ∈ C.

Definition 2.1. A complex quasi metric on a non-empty set X is a function ψcp :

X ×X → C such that for all x, y, z ∈ X:

(1) ψcp(x, y) = 0 if and only if x = y,
(2) ψcp(x, y) ≤ ψcp(x, z) + ψcp(z, y).

Definition 2.2. Let (X,ψcp) be a complex quasi metric space

(1) Let {xn} be a cauchy sequence if for every 0 ≺ c ∈ C find a integer N such
that ψcp(xn, xm) ≺ c for every m,n < N.

(2) Let {xn} converges to an element x ∈ X if for every 0 ≺ c ∈ C find a
integer N such that ψcp(xn, x) ≺ c for all n < N .

(3) Suppose that (X,ψcp) is complete if for every cauchy sequence in X con-
verges to a point in X.

Definition 2.3. The function µ : [0,∞)→ [0,∞) is said to be an altering distance
function if the following conditions are satisfied:

(i) µ is continuous and increasing;
(ii) µ(a) = 0 iff a = 0.
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So many authors discussed alerting distance function. Khan et al. in [9]
introduced the concept of altering distance function. Here we introduced new
notion (κ, µ) rational contractive mappings in ordered complex valued quasi
metric spaces where κ and µ are the altering distance function.

3. MAIN RESULTS

In this section, we prove our main results.

Definition 3.1. Let (X,≤, ψcp)be an ordered Quasi metric space. Let κ and µ be
altering distance functions. Then the mapping g : X → X is an (κ, µ) rational
contraction mapping if there exists M ≥ 0 such that:

(3.1) κ(ψcp(gx, gy)) ≤ κ(R(x, y))− µ(R(x, y)) +Mκ(S(x, y))

where R(x, y) = max{ψcp(x, y),
ψcp(x, gx)ψcp(y, gx)

1 + (ψcp(x, y))2
,

ψcp(x, gy)ψcp(y, gy)

1 + ψcp(x, y) + ψcp(y, gy)
}

and S(x, y) = min{ψcp(x, gx)ψcp(y, gx)
1 + ψcp(x, y)

,
ψcp(x, gy)ψcp(y, gx)

1 + ψcp(x, y)
}

for all comparable x, y ∈ X.

Theorem 3.1. Let (X,≤, ψcp) be a partially ordered complex quasi metric spaces
such that the quasi metric is complete. Let g : X → X be a increasing continu-
ous mapping with respect to ≤. Suppose that g is an (κ, µ)- rational contractive
mapping for all comparable x, y ∈ X then g has a fixed point.

Proof. It should be shown that g has a fixed point. Let us consider x0be a point
in X. We define a sequence {xl} in X such that xl+1 = gxl.

Since g is a increasing sequence, x0 ≤ gx0 = x1 = gx0 ≤ x2 = gx1.

Again x1 ≤ x2 and g is a increasing therefore by induction we show that:
x0 ≤ x1 ≤ ..... ≤ xl ≤ xl+1 ≤ .... Consider xl 6= xl+1 for every l ∈ N . So from the
equation (3.1) we have:

κ(ψcp(xl, xl+1)) = κ(ψcp(gxl−1, gxl)) ≤

≤ κ(R(xl−1, xl))− µ(R(xl−1, xl)) +Mκ(S(xl−1, xl)),(3.2)
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where

R(xl−1, xl) = max{ψcp(xl−1, xl), ψcp(xl−1,gxl−1)ψcp(xl,gxl−1)

1+(ψcp(xl−1,xl))
2 ,

ψcp(xl−1,gxl)ψcp(xl,gxl)

1+ψcp(xl−1,xl)+ψcp(xl,gxl)
} ≤

≤ max{ψcp(xl−1, xl), ψcp(xl−1,xl)ψcp(xl,xl)

1+(ψcp(xl−1,xl))
2 ,

ψcp(xl−1,xl+1)ψcp(xl,xl+1)

1+ψcp(xl−1,xl)+ψcp(xl,xl+1)
} ≤

≤ max{ψcp(xl−1, xl), ψcp(xl−1,xl)+ψcp(xl,xl+1)ψcp(xl,xl+1)

1+ψcp(xl−1,xl)+ψcp(xl,xl+1)
}.

Therefore,

(3.3) R(xl−1, xl) ≤ max{ψcp(xl−1, xl), ψcp(xl, xl+1)} .

Since |1 + ψcp(xl−1, xl) + ψcp(xl, xl+1)| > |ψcp(xl−1, xl) + ψcp(xl, xl+1)| .
Now, let us take,

S(xl−1, xl) = min{ψcp(xl−1, gxl)ψcp(xl, gxl−1)
1 + ψcp(xl−1, xl)

,
ψcp(xl−1, gxl)ψcp(xl, gxl−1)

1 + ψcp(xl−1, xl)
}

(3.4) ≤ min{ψcp(xl−1, xl+1)ψcp(xl, xl)

1 + ψcp(xl−1, xl)
,
ψcp(xl−1, xl+1)ψcp(xl, xl)

1 + ψcp(xl−1, xl)
} = 0 .

From (3.2), (3.3), (3.4) and let κ and µ we obtain,

κ(ψcp(xl, xl+1)) ≤ κ(max{ψcp(xl−1, xl), ψcp(xl, xl+1)})−
−µ(max{ψcp(xl−1, xl), ψcp(xl, xl+1)}) ≤
≤ κ(max{ψcp(xl−1, xl), ψcp(xl, xl+1)})

(3.5) κ(ψcp(xl, xl+1)) ≤ κ(max{ψcp(xl−1, xl), ψcp(xl, xl+1)})

Suppose max{ψcp(xl−1, xl), ψcp(xl, xl+1)} = ψcp(xl, xl+1) .

Then (3.5) becomes,
κ(ψcp(xl, xl+1)) ≤ κ(max{ψcp(xl−1, xl), ψcp(xl, xl+1)}) < κ(ψcp(xl, xl+1))

which is the contradiction.
Therefore, max{ψcp(xl−1, xl), ψcp(xl, xl+1)} = ψcp(xl−1, xl). Now,

(3.6) κ(ψcp(xl, xl+1)) ≤ κ(ψcp(xl−1, xl))− µ(ψcp(xl−1, xl)) < κ(ψcp(xl−1, xl)) .

Since κ is a increasing mapping, therefore{ψcp(xl, xl+1) : l ∈ N ∪ {0}}is an in-
creasing sequence of positive numbers, there exists n ≥ 0 such that
liml→∞ ψcp(xl, xl+1) = n . Let l →∞ in (3.6), we get κ(n) ≤ κ(n)− µ(n) ≤ κ(n).
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Therefore, µ(n) = 0 . thus n = 0.
Hence we have

(3.7) lim
l→∞

ψcp(xl, xl+1) = 0.

To show that {xl} is a Cauchy sequence in X, let suppose, {xl} is not a Cauchy
sequence. Then there exists ρ > 0 and two subsequences {xk(i)} and {xl(i)} such
that: ψcp(xk(i), xl(i)) ≥ ρ , l(i) > k(i) > i . This shows that ψcp(xk(i), xl(i)−1) < ρ.

Therefore we get,
ρ ≤ ψcp(xk(i), xl(i))

≤ ψcp(xk(i), xk(i)−1) + ψcp(xk(i)−1, xl(i))

≤ ψcp(xk(i), xk(i)−1) + ψcp(xk(i)−1, xl(i)−1) + ψcp(xl(i)−1, xl(i))

≤ 2ψcp(xk(i), xk(i)−1) + ψcp(xk(i), xl(i)−1) + ψcp(xl(i)−1, xl(i))

< 2ψcp(xk(i), xk(i)−1) + ρ+ ψcp(xl(i)−1, xl(i)) .

Let i→∞ in the equation (3.7) and we obtain:
liml→∞ ψcp(xk(i), xl(i)) = liml→∞ ψcp(xk(i)−1, xl(i))

= ψcp(xk(i), xl(i)−1)

= ψcp(xk(i)−1, xl(i)−1)

= ρ .

From (κ, µ) rational contraction mapping we have,

κ(ψcp(xk(i), xl(i))) = κ(ψcp(gxk(i)−1, gxl(i) − 1))

≤ κ(R(xk(i)−1, xl(i)−1))− µ(R(xk(i)−1, xl(i)−1))

+Mκ(S(xk(i)−1, xl(i)−1)) ,

where

R(xk(i)−1, xl(i)−1) = max{(ψcp(xk(i)−1, xl(i)−1),
ψcp(xk(i)−1,gxk(i)−1)ψcp(xl(i)−1,gxk(i)−1)

1+(ψcp(xk(i)−1,xl(i)−1))
2 ,

ψcp(xk(i)−1,gxl(i)−1)ψcp(xl(i)−1,gxl(i)−1)

1+ψcp(xk(i)−1,xl(i)−1)+ψcp(xl(i)−1,gxl(i)−1)
}

= max{(ψcp(xk(i)−1, xl(i)−1),
ψcp(xk(i)−1, xk(i))ψcp(xl(i)−1, xk(i))

1 + (ψcp(xk(i)−1, xl(i)−1))2
,

ψcp(xk(i)−1, xl(i))ψcp(xl(i)−1, xl(i))

1 + ψcp(xk(i)−1, xl(i)−1) + ψcp(xl(i)−1, xl(i))
}(3.8)
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S(xk(i)−1, xl(i)−1) = min{
ψcp(xk(i)−1, gxk(i)−1)ψcp(xl(i)−1, gxk(i)−1)

1 + ψcp(xk(i)−1, xl(i)−1)
,

ψcp(xk(i)−1, gxl(i)−1)ψcp(xl(i)−1, gxk(i)−1)

1 + ψcp(xk(i)−1, xl(i)−1)
}

= min{
ψcp(xk(i)−1, xk(i))ψcp(xl(i)−1, xk(i))

1 + ψcp(xk(i)−1, xl(i)−1)
,

ψcp(xk(i)−1, xl(i))ψcp(xl(i)−1, xk(i))

1 + ψcp(xk(i)−1, xl(i)−1)
} .(3.9)

let i→∞ in (3.9). Therefore

lim
i→∞

R(xk(i)−1, xl(i)−1) = ρ

lim
i→∞

S(xk(i)−1, xl(i)−1) = ρ.

Letting i → ∞ in (3.8) then it becomes: κ(ρ) ≤ κ(ρ) − µ(ρ) < κ(ρ) , which is
a contradiction. Hence (xl+1 = gxl) is a Cauchy sequence in X. Since X is a
complete space find that v ∈ X such that liml→∞ xl+1 = liml→∞ gxl = v.

Let gxl → gv since g is a continuous.
Therefore by limit uniqueness we find fv = v .

Hence, v is a fixed point of g . �

Without assuming the continuous the theorem 3.1 we have the following fixed
point.

Theorem 3.2. Let (X,≤, ψcp) be a partially ordered complex quasi metric spaces
such that the quasi metric is complete. Let g : X → X be a increasing mapping
with respect to ≤. Suppose that g is an (κ, µ)- rational contractive mapping for all
comparable x, y ∈ X then g has a fixed point.

Proof. The same argument followed from the theorem 3.1, we construct an non-
decreasing sequence {xl} in X such that xl → v for some v ∈ X . It is enough to
show that g has a fixed point. By (κ, µ) rational contraction mapping we have,
(3.10)
κ(ψcp(xl+1, gv)) = κ(ψcp(gxl, gv)) ≤ κ(R(xl, v))− µ(R(xl, v)) +Mκ(S(xl, v))
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where
R(xl, v) = max{ψcp(xl, v), ψcp(xl,gxl)ψcp(v,gxl)1+(ψcp(xl,v))

2 ,
ψcp(xl,gv)ψcp(v,gv)

1+ψcp(xl,v)+ψcp(v,gv)
}

= max{ψcp(xl, v), ψcp(xl,xl+1)ψcp(v,xl+1)

1+(ψcp(xl,v))
2 ,

ψcp(xl,gv)ψcp(v,gv)

1+ψcp(xl,v)+ψcp(v,gv)
}

S(xl, v) = min{ψcp(xl, gxl)ψcp(v, gxl)
1 + ψcp(xl, v)

,
ψcp(xl, gv)ψcp(v, gxl)

1 + ψcp(xl, v)
}

= min{ψcp(xl, xl+1)ψcp(v, xl+1)

1 + ψcp(xl, v)
,
ψcp(xl, gv)ψcp(v, xl+1)

1 + ψcp(xl, v)
}(3.11)

As l → ∞ in (3.10) we obtain R(xl, v) → ψcp(v, gv) and S(xl, v) → 0 . When
l → ∞ in (3.11) we obtain κ(ψcp(v, gv)) ≤ κ(ψcp(v, gv)) − µ(ψcp(v, gv)) so,
(ψcp(v, gv)) = 0. Therefore v = gv. Thus v is a fixed point of g. �

Corollary 3.1. Let (X,≤, ψcp) be a partially ordered complex quasi metric spaces
such that the quasi metric is complete. Let g : X → X be a increasing continuous
mapping with respect to ≤. Suppose that b ∈ [0, 1) and M ≥ 0 such that

ψ(gx, gy) ≤ bmax{ψcp(x, y),
ψcp(x, gx)ψcp(y, gx)

1 + (ψcp(x, y))2
,

ψcp(x, gy)ψcp(y, gy)

1 + ψcp(x, y) + ψcp(y, gy)
}

+Mmin{ψcp(x, gx)ψcp(y, gx)
1 + ψcp(x, y)

,
ψcp(x, gy)ψcp(y, gx)

1 + ψcp(x, y)
}

for all comparable x, y ∈ X then g has a fixed point.

Proof. From the theorem 3.1 let us consider κ(a) = a and µ(a) = (1 − b)a for
every a ∈ [0,∞]. Hence it shows that g has a fixed point. �

Without assuming continuity of g in the corollary 3.1.

Corollary 3.2. Let (X,≤, ψcp) be a partially ordered complex quasi metric spaces
such that the quasi metric is complete. Let g : X → X be a increasing mapping
with respect to ≤. Suppose that b ∈ [0, 1) and M ≥ 0 such that

ψ(gx, gy) ≤ bmax{ψcp(x, y),
ψcp(x, gx)ψcp(y, gx)

1 + (ψcp(x, y))2
,

ψcp(x, gy)ψcp(y, gy)

1 + ψcp(x, y) + ψcp(y, gy)
}

+Mmin{ψcp(x, gx)ψcp(y, gx)
1 + ψcp(x, y)

,
ψcp(x, gy)ψcp(y, gx)

1 + ψcp(x, y)
}

for all comparable x, y ∈ X then g has a fixed point.
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Proof. It follows from the theorem 3.2. Let us consider κ(a) = a and
µ(a) = (1− b)a for every a ∈ [0,∞]. Hence it shows that g has a fixed point. �

Example 1. Consider X = {0, 1, 2, 3.....} Define the mapping g : X → X defined
by:

gx =

0, x = 0.

x− 3, x 6= 0.

gy =

0, x ∈ {0, 1, 2}.
x− 5, x ≥ 3.

Define ψcp : X ×X → C such that

ψcp =

0, x = y.

x+ 2y, x 6= y.

Then (κ, µ) rational contraction mapping has a fixed point.

4. APPLICATIONS

Let ζ be the set of mapping µ : [0,∞)→ [0,∞) satisfying the hypotheses

(i) Every µ ∈ ζ is a Lebesgue integrable on each compact subset of [0,∞)

(ii) For all µ ∈ ζ and ρ > 0 ∫ ρ

0

µ(e)de > 0.

Let the function κ : [0,∞)→ [0,∞) be defined by

κ(w) =

∫ w

0

µ(e)de > 0,

is an altering distance function. It is obvious to check the function. Now the
results follows

Corollary 4.1. Let (X,≤, ψcp) be a partially ordered complex quasi metric spaces
such that the quasi metric is complete. Let g : X → X be a increasing continuous
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mapping with respect to ≤. Suppose that b ∈ [0, 1) and M ≥ 0 such that

∫ ψcp(gx,gy)

0

µ(e)de ≤ b

∫ max{ψcp(x,y),
ψcp(x,gx)ψcp(y,gx)

1+(ψcp(x,y))2
,
ψcp(x,gy)ψcp(y,gy)

1+ψcp(x,y)+ψcp(y,gy)
}

0

µ(e)de

+M

∫ min{ψcp(x,gx)ψcp(y,gx)
1+ψcp(x,y)

,
ψcp(x,gy)ψcp(y,gx)

1+ψcp(x,y)
}

0

µ(e)de

for all comparable x, y ∈ X then g has a fixed point.

Proof. It follows from the corollary 3.1 by taking

κ(w) =

∫ w

0

µ(e)de.

�
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Abstract. In this paper, we have constructed an iterative numerical method based
on an overlapping Schwarz procedure with uniform mesh for singularly perturbed
fourth-order of convection-diffusion type. The method splits the original domain into
two overlapping subdomains. A hybrid difference scheme is proposed in which on
the boundary layer region we use the central finite difference scheme on a uniform
mesh while on the non-layer region we use the mid-point difference scheme on a uni-
form mesh. It is shown that the method produces numerical approximations which
converge in the maximum norm to the exact solution. We prove that, when appropri-
ate subdomains are used the method produces convergence of almost second-order.
Furthermore, it is shown that, two iterations are sufficient to achieve the expected
accuracy. Numerical examples are presented to support the theoretical results.

Singular Perturbation Problems (SPPs) appear in many branches of applied
mathematics, like fluid dynamics, quantum mechanics, turbulent interaction
of waves and currents, electrodes theory, etc. The convergence of the numeri-
cal approximations generated by standard numerical methods applied to such
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problems depends adversely on the singular perturbation parameter. Most of
these works have concentrated on second-order single differential equations ( [4]
and the references therein), but for fourth-order equations only few results are
reported in the literature [2, 15, 16, 17].

Numerical methods for singularly perturbed problems comprising domain
decomposition and Schwarz iterative techniques have been examined by various
authors, for example, in [1, 6, 7, 8, 9, 10, 18, 20]. In [10], the authors examined a
continuous overlapping Schwarz method for a singularly perturbed convection-
diffusion equation with arbitrary fixed interface positions and found it to be
uniformly convergent with respect to the perturbation parameter. In [20],
an analysis of overlapping domain decomposition methods for singularly per-
turbed reaction-diffusion problems with distinct small positive parameters is
presented. The authors of [20] found a flaw in the analysis of domain decom-
position methods explored in [6, 13, 18]. The authors observation is that the
constant C is not independent of the iteration number k and it is growing at
each induction step in their proof of [6, 13, 18]. But in [20] the authors have
presented an alternate analysis of overlapping domain decomposition methods
for singularly perturbed reaction-diffusion problems with two parameters and
problems in [18].

The authours of [8,9] have concluded that the numerical solution of classical
finite difference scheme used in Schwarz method does not converge to the exact
solution of their test problem which is a single equation. But our proposed
scheme used in Schwarz method [3] has overcome the fundamental difficulty
mentioned by the authours of [8,9]. In [8,9], the authors used the same scheme
in both the layer and non-layer regions, whereas in our case we used different
schemes in each region.

As far as the authors knowledge goes fourth-order SPPs have not yet been
examined for higher-order of convergence. Therefore, we are interested in con-
structing a numerical method for fourth-order SPPs. Of primary interest we
have been proved that when appropriate subdomains are used the method pro-
duce convergence of almost second-order.

Motivated by the works of [2,10,15,16,17] we have examined experimentally
the performance of Schwarz method to the fourth-order Singularly Perturbed
Boundary Value Problems (SPBVPs) described as below.

−εyiv(x) + a(x)y′′′(x) + b(x)y′′(x)− c(x)y(x) = −f(x), x ∈ Ω, (1.1)

y(0) = q1, y′′(0) = −q2, y(1) = q3 y′′(1) = −q4, (1.2)

where a(x), b(x), c(x) are sufficiently smooth functions satisfying the following
conditions:

a(x) ≥ α, α > 1, (1.3)

b(x) ≥ 0,

0 ≥ c(x) ≥ −γ, γ > 0, (1.4)

α > 5γ (1.5)

with 0 < ε ≪ 1, Ω = (0, 1), Ω̄ = [0, 1] and y ∈ C(4)(Ω) ∩ C(2)(Ω̄), which
have important applications in fluid dynamics, have been studied in [5], and
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the references therein. The SPBVPs (1.1)–(1.2) can be transformed into an
equivalent weakly coupled system of two ODEs subject to suitable boundary
conditions of the form:











L1y(x) ≡ −y′′1 (x)− y2(x) = 0, x ∈ Ω,

L2y(x) ≡ −εy′′2 (x) + a(x)y′2(x)

+b(x)y2(x) + c(x)y1(x) = f(x), x ∈ Ω,

(1.6)

y1(0) = q1, y2(0) = q2, y1(1) = q3, y2(1) = q4, (1.7)

where y = (y1, y2)
T and a(x), b(x), c(x) are sufficiently smooth functions sat-

isfying (1.3)–(1.5). The above weakly coupled system can be written in the
matrix-vector form as

Ly ≡

(

L1y
L2y

)

≡

(

− d2

dx2 0

0 −ε d2

dx2

)

y +A(x)y ′ +B(x)y = f(x), x ∈ Ω,

y(0) =

(

q1
q2

)

, y(1) =

(

q3
q4

)

,

where y(x) =

(

y1(x)
y2(x)

)

, f(x) =

(

0
f(x)

)

, A(x) =

(

0 0
0 a(x)

)

and B(x) =
(

0 −1
c(x) b(x)

)

. Let β = min{−1, b(x) + c(x)}.

In this paper, of primary interest we have proved that discrete Schwarz
method converge to the solution of the continuous problem. The method is
shown to be of almost second-order convergence. Furthermore, we show that,
just two iterations are required to achieve the expected accuracy.

Remark 1. The solution of the problem (1.1)–(1.2) exhibits a boundary layer
at x = 1 which is less severe because the boundary conditions are prescribed
for the derivative of the solution [14]. The condition (1.3) says that (1.1)–(1.2)
is a non-turning point problem. The condition (1.4) is known as the quasi-
monotonicity condition [14]. The maximum principle theorem for the above
system (1.1)–(1.2) and for the corresponding discrete problem are established
using the conditions (1.3)–(1.4) and using this principle, we can establish a
stability result.

The outline of rest of the paper is as follows. In Section 2, the contin-
uous Schwarz method is described. The derivative estimates are obtained in
Section 3. In Section 4, the discrete Schwarz method is described. The maxi-
mum pointwise error bounds are obtained in Section 5. Numerical experiments
are presented in Section 6 and finally, conclusions are included in Section 7.
Notations: Throughout the paper we use C, with or without subscript to
denote a generic positive constant independent of ε, the iteration k and the
discretization parameter N .

Let y : D → R, D ⊆ R. The appropriate norm for studying the convergence
of the numerical solution to the exact solution of a SPP is ‖y‖D = sup

x∈D
|y(x)|.

For a vector y = (y1, y2)
T , we define ‖y‖ = max

j=1,2
|yj |.
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For a vector valued function z = (z1, z2)
T , define ‖z‖Ω = max{‖z1‖Ω, ‖z2‖Ω}.

Given any two vector valued functions, z and y, z ≥ y if zj ≥ yj for all
j = 1, 2. For a vector of mesh functions Z(xi) = (Z1(xi), Z2(xi))

T , define

‖Z‖ΩN = max
j=1,2

(

max
xi∈ΩN

|Zj(xi)|

)

.

2 Continuous Schwarz method

In this section, a continuous Schwarz method is described. This process gen-
erates a sequence of iterates {y [k]}, which converges as k → ∞ to the exact
solution y . Further we prove the maximum principle for (1.6)–(1.7). Using
this principle, a stability result is stated. First, we split the domain into two
overlapping subdomains as Ωc = (0, 1− τ) andΩr = (1− 2τ, 1), where the sub-
domain transition parameter is an appropriate constant, defined in Section 4.
The iterative process is defined as follows:

y [0](x) ≡ 0, 0 < x < 1, y [0](0) = y(0), y [0](1) = y(1).

For k ≥ 1, the iterates y [k](x) are defined by

y [k](x) =

{

y
[k]
c (x) for x ∈ Ω̄c,

y
[k]
r (x) for x ∈ Ω̄r\Ω̄c,

where y
[k]
p , p = {c, r} are the solutions of the problems

Ly [k]
r (x) = f in Ωr, y [k]

r (1− 2τ) = y [k−1](1 − 2τ), y [k]
r (1) = y(1)

Ly [k]
c (x) = f in Ωc, y [k]

c (0) = y(0), y [k]
c (1− τ) = y [k]

r (1− τ).

Letting Ωp = (d, e), Ω̄p = [d, e], p = {c, r}, note that the BVPs (1.6)–(1.7)
satisfies the following maximum principle on each Ω̄p.

Theorem 1. (Maximum principle). Consider the BVPs (1.6)–(1.7). Let
y1(d) ≥ 0, y2(d) ≥ 0, and y1(e) ≥ 0 and y2(e) ≥ 0, L1y(x) ≥ 0, and
L2y(x) ≥ 0, for x ∈ Ωp. Then, y(x) ≥ 0, ∀x ∈ Ω̄p.

Proof. Define the test functions s(x) = (s1(x), s2(x))
T by

s1(x) = 5− x2, s2(x) = 1 + x, x ∈ Ω̄p.

Clearly, s1(d) > 0, s2(d) > 0, s1(e) > 0, s2(e) > 0. We can easily prove that
L1s(x) > 0 and L2s(x) > 0, for x ∈ Ωp. Assume that the theorem is not true.
We define

ξ = max
{

max
x∈Ω̄p

(

−y1/s1
)

(x), max
x∈Ω̄p

(

−y2/s2
)

(x)
}

.

Then, ξ > 0. Also, (y1+ξs1)(x) ≥ 0, (y2+ξs2)(x) ≥ 0, ∀x ∈ Ω̄p. Furthermore,
there exists a point x0 ∈ Ωp such that either

(y1 + ξs1)(x0) = 0 or (y2 + ξs2)(x0) = 0 or both.
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Case 1: (y1+ξs1)(x0) = 0, for x0 ∈ Ωp. This implies that y1+ξs1 attains
its minimum at x = x0. Therefore,

0 < L1(y+ ξs)(x0) = −(y1 + ξs1)
′′

(x0)− (y2 + ξs2)(x0) ≤ 0,

which is a contradiction.
Case 2: (y2+ξs2)(x0) = 0, for x0 ∈ Ωp. This implies that y2+ξs2 attains

its minimum at x = x0. Therefore,

0 < L2(y + ξs)(x0) = −ε(y2 + ξs2)
′′

(x0) + a(x)(y2 + ξs2)
′(x0)

+ b(x)(y2 + ξs2)(x0) + c(x)(y1 + ξs1)(x0) ≤ 0,

which is a contradiction. Hence it can be conclude that y(x) ≥ 0, ∀x ∈ Ω̄. ⊓⊔

An immediate consequence of this is the following stability result.

Lemma 1. (Stability result).If y(x) is the solution of the BVPs (1.6)–(1.7)
then ∀x ∈ Ω̄p

‖y‖ ≤ Cmax{|y1(d)|, |y2(d)|, |y1(e)|, |y2(e)|, max
x∈Ωp

|L1y(x)|, max
x∈Ωp

|L2y(x)|}.

Proof. Set

M = Cmax{|y1(d)|, |y2(d)|, |y1(e)|, |y2(e)|, max
x∈Ωp

|L1y(x)|, max
x∈Ωp

|L2y(x)|}.

Define two barrier functions w±(x) = (w±
1 (x), w

±
2 (x))

T by

w±
1 (x) = M(5− x2)± y1(x) and w±

2 (x) = M(1 + x).

For x ∈ Ωc, we have

L1w
±(x) = −w±

1
′′(x) − w±

2 (x) > Mτ ± L1y(x) ≥ 0,

L2w
±(x) = −εw±

2
′′(x) + a(x)w±

2
′(x) + b(x)w±

2 (x) + c(x)w±
1 (x),

> M(α− 5γ)± L2y(x) ≥ 0,

by a proper choice of C. For x ∈ Ωr, we have

L1w
±(x) = −w±

1
′′(x) − w±

2 (x) = M(1− x)± L1y(x) ≥ 0,

L2w
±(x) = −εw±

2
′′(x) + a(x)w±

2
′(x) + b(x)w±

2 (x) + c(x)w±
1 (x),

> M(α− 5γ)± L2y(x) ≥ 0,

by a proper choice of C. Furthermore, we have

w±
1 (d) = w±

1 (0) = 5M ± y1(0) ≥ 0, w±
2 (d) = w±

2 (0) = M ± y2(0) ≥ 0,

w±
1 (e) = w±

1 (1− τ) > 3M ± y1(1− τ) ≥ 0,

w±
2 (e) = w±

2 (1− τ) > M ± y2(1− τ) ≥ 0,

w±
1 (d) = w±

1 (1− 2τ) > 4M ± y1(1− 2τ) ≥ 0,

w±
2 (d) = w±

2 (1− 2τ) > M ± y2(1− 2τ) ≥ 0,

w±
1 (e) = w±

1 (1) = 4M ± y1(1) ≥ 0, w±
2 (e) = w±

2 (1) = 2M ± y2(1) ≥ 0

by a proper choice of C. Applying Theorem 1 to the barrier functions w±(x),
we get the desired result. ⊓⊔
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3 Estimates of derivatives

In Section 5 we establish the convergence of the discrete Schwarz method de-
scribed in Section 4. To prove convergence of the numerical solution, we need
the following stronger results on the estimates of the derivatives of the com-
ponents of the solution of the BVPs (1.6)–(1.7). Now, decompose the solution
y(x) of (1.6)–(1.7) into smooth and singular components v(x) and w(x) respec-
tively as

y(x) = v(x) +w(x), (3.1)

where v(x) = (v1(x), v2(x))
T is the solution of the reduced problem of the

BVPs (1.6)–(1.7) given by










−v′′1 (x) − v2(x) = 0,

a(x)v′2(x) + b(x)v2(x) + c(x)v1(x) = f(x),

v1(0) = q1, v1(1) = q3, v2(0) = q2

(3.2)

and w(x) = (w1(x), w2(x))
T is a layer correction term given by

{

w1(x) = −(ε/a(0))2(q4 − v2(1))e
−a(0)(1−x)/ε,

w2(x) = (q4 − v2(1))e
−a(0)(1−x)/ε

and w(x) satisfies


















−w′′
1 (x) − w2(x) = 0,

−εw
′′

2 (x) + a(0)w′
2(x) = 0,

w1(0) = w1(1)e
−a(0)/ε, w1(1) = −w2(1)(ε/a(0))

2,

w2(0) = w2(1)e
−a(0)/ε, w2(1) = q4 − v2(1).

(3.3)

The following lemma gives estimates of the derivatives of these components.

Lemma 2. The solution y(x) of the BVPs (1.6)–(1.7) has the decomposition
y(x) = v(x) +w(x) into smooth and singular components, satisfy

|v
(l)
1 (x)| ≤ C, |v

(l)
2 (x)| ≤ C,

|w
(l)
1 (x)| ≤ Cε−(l−2)e−α(1−x)/ε, |w

(l)
2 (x)| ≤ Cε−(l)e−α(1−x)/ε,

for 0 ≤ l ≤ 4, ∀x ∈ Ω̄ = (Ω̄r\Ω̄c)∪Ω̄c, v(x) and w(x) are given by (3.2)–(3.3).

Proof. It is easy to check that

|v
(l)
1 (x)| ≤ C and |v

(l)
2 (x)| ≤ C for x ∈ Ω̄

as a(x), b(x), c(x), f(x) are sufficiently smooth functions. Differentiating the
equation (3.3) l times and using the method of induction one can get

|w
(l)
1 (x)| ≤ Cε−(l−2) exp(−α(1− x)/ε),

|w
(l)
2 (x)| ≤ Cε−(l) exp(−α(1− x)/ε).

⊓⊔
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4 Discrete Schwarz method

The continuous overlapping Schwarz method described in Section 2 is dis-
cretized by introducing uniform meshes on each subdomain. The domain Ω =
(0, 1) is divided into two overlapping subdomains as Ωc = (0, 1− τ) and Ωr =
(1−2τ, 1). The subdomain transition parameter τ is chosen to be the Shishkin
transition point τ = min

{

1
3 ,

4ε
α lnN

}

as in ( [10], p.91). In each subdomain,
Ωp = (d, e), p = {c, r}, construct a uniform mesh Ω̄N

p = {d = x0 < x1 <
x2 < · · · < xn = e} with hp = (xi − xi−1)/N = (e− d)/N .

In the proposed scheme we use the central finite difference scheme with a
uniform mesh on the subdomain Ωr and the mid-point difference scheme with a
uniform mesh on the subdomain Ωc. Then in each subdomain ΩN

p , p = {c, r},
the corresponding discretization is,

LNYc(xi)=











LN
1 Yc(xi)=− δ2Y1,c(xi)− Ŷ2,c(xi) = 0, i = 1, . . . , N − 1,

LN
2 Yc(xi)=− εδ2Y2,c(xi)+ai−1/2D

−Y2,c(xi)+ci−1/2Ŷ1,c(xi)

+bi−1/2Ŷ2,c(xi) = fi−1/2, i = 1, . . . , N − 1,

LNYr(xi) =











LN
1 Yr(xi) = −δ2Y1,r(xi)− Y2,r(xi) = 0, i = 1, . . . , N − 1,

LN
2 Yr(xi) = −εδ2Y2,r(xi) + aiD

0Y2,r(xi) + biY2,r(xi)

+ciY1,r(xi) = fi, i = 1, . . . , N − 1,

where

δ2Yj,p(xi) =
1

h2
p

(Yj,p(xi+1)− 2Yj,p(xi) + Yj,p(xi−1)) ,

D−Yj,c(xi) =
Yj,c(xi)− Yj,c(xi−1)

hc
, Ŷj,c(xi) ≡ (Yj,c(xi) + Yj,c(xi−1))/2,

D0Yj,r(xi) =
Yj,r(xi+1)− Yj,r(xi−1)

2hr
, ai−1/2 ≡ a((xi−1 + xi)/2), ai ≡ a(xi),

similarly for bi−1/2, ci−1/2, fi−1/2, bi, ci and fi, j = 1, 2.

The discrete problem is LNYp(xi) = f(xi), where

f(xi) =

{

fi− 1

2

, xi ∈ Ω̄N
c ,

fi, xi ∈ Ω̄N
r .

Then the algorithm for discrete Schwarz method is defined as follows.
Step1: We choose the initial mesh function

Y[0](xi) ≡ 0, 0 < xi < 1, Y[0](0) = y(0), Y[0](1) = y(1).

Step2: We compute the mesh functions Yp
[k], p = {r, c} which are the

solutions of the following discrete problems

LNY[k]
r (xi) = fi, xi ∈ ΩN

r , Y[k]
r (1 − 2τ) = Ȳ

[k−1]
(1 − 2τ), Y[k]

r (1) = y(1),

LNY[k]
c (xi) = fi− 1

2

, xi ∈ ΩN
c , Y[k]

c (0) = y(0), Y[k]
c (1− τ) = Ȳ

[k]
r (1− τ),

Math. Model. Anal., 25(4):661–679, 2020.



668 J. Christy Roja and A. Tamilselvan

where Ȳ
[k]
, k ≥ 1 denotes the piecewise linear interpolant of Y [k] on the mesh

Ω̄N := (Ω̄N
r \Ω̄c) ∪ Ω̄N

c .

Step3: We compute the mesh function Y[k] by combining together the
solutions on the subdomains

Y[k](xi) =

{

Y[k]
c (xi), for xi ∈ Ω̄N

c ,

Y[k]
r (xi), for xi ∈ Ω̄N

r \Ω̄c.

Step4: If the stopping criterion ‖Y[k+1] −Y[k]‖Ω̄N ≤ tol is reached, then
stop; otherwise go to Step 2. Here tol is the user prescribed accuracy. For each
p = {c, r}, the matrix associated with LN is M-matrix, and hence it satisfies
the following discrete maximum principle.

Lemma 3. (Discrete maximum principle) Assume that Y(x0) ≥ 0 and
Y(xN ) ≥ 0, then LNY(xi) ≥ 0, ∀xi ∈ ΩN

p implies that Y(xi) ≥ 0, ∀xi ∈ Ω̄N
p .

Proof. Please refer to [11, 12] and [19]. ⊓⊔

An immediate consequence of this lemma is the following stability result.

Lemma 4. If Yj(xi) is any mesh function then for all xi∈Ω̄
N
p

|Yj(xi)| ≤ Cmax{|Y1(x0)|, |Y1(xN )|, |Y2(x0)|, |Y2(xN )|, ‖LN
1 Y‖ΩN

p
, ‖LN

2 Y‖ΩN
p
}

for j=1, 2

Proof. Please refer to [11, 12] and [19]. ⊓⊔

5 Error estimates

In this Section, we estimate the error in discrete Schwarz iterates and prove that
two iterations are required to attain almost second-order convergence. Follow-
ing the method of analysis adapted in [18] and [20] we derive error estimates.
The analysis proceeds as follows.

Lemma 5. Let y be the solution of (1.6)–(1.7) and let Y[k] be the kth iterate
of the discrete Schwarz method described as in Section 4. Then, there are
constants C such that

‖Y[k] − y‖Ω̄N ≤ C2−k + CN−2 ln3 N.

Proof. At the first iteration (Y[0] − y)(0) = 0 and (Y[0] − y)(1) = 0. Since

Y[0](xi) = 0 for xi ∈ ΩN := {x1 < x2 < x3 · · · < xN−1} we can use Lemma 1
to show that

‖Y[0] − y‖ΩN = ‖y‖ΩN ≤ C.

Clearly, there are constants C such that

‖Y[0] − y‖Ω̄N ≤ C20 + CN−2 ln3 N.
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Thus, the result holds for k = 0 and the proof is now completed by induction.
Assume that, for an arbitrary integer k ≥ 0, there exists C such that

‖Y[k] − y‖Ω̄N ≤ C2−k + CN−2 ln3 N.

Case (i): Error bound estimation on Ω̄N
r . In the proposed scheme we

use the central finite difference scheme on Ω̄N
r . One can deduce the following

truncation error estimate as in [12] on xi ∈ Ω̄N
r as

‖LN (Y− y)‖ΩN
r
≤

(

Ch2
r‖y

(4)
1 ‖ΩN

r

Cεh2
r‖y

(4)
2 ‖ΩN

r
+ Ch2

r‖y
(3)
2 ‖ΩN

r

)

. (5.1)

In order to find a bound on ‖LN (Y[k+1]
r − y)‖ΩN

r
we must decompose y as in

(3.1). Consider

‖LN (Y[k+1]
r − y)‖ΩN

r
= ‖f− Ly‖ΩN

r
= ‖(LN − L)y‖ΩN

r

≤ ‖(LN − L)v‖ΩN
r
+ ‖(LN − L)w‖ΩN

r
. (5.2)

For the first term on the right-hand side of (5.2), we use the local truncation
error estimate (5.1), hr ≤ CN−1, ε ≤ CN−1, and Lemma 2 to get

‖(LN − L)v‖ΩN
r

≤

(

Ch2
r‖v

(4)
1 ‖ΩN

r

Cεh2
r‖v

(4)
2 ‖ΩN

r
+ Ch2

r‖v
(3)
2 ‖ΩN

r

)

≤

(

CN−2

CN−3 + CN−2

)

≤ CN−2.

For the second term on the right-hand side of (5.2), when τ = 4ε
α lnN , using

the local truncation error estimate (5.1), and hr ≤ CεN−1 lnN , we have

‖(LN − L)w‖ΩN
r

≤

(

Ch2
r‖w

(4)
1 ‖ΩN

r

Cεh2
r‖w

(4)
2 ‖ΩN

r
+ Ch2

r‖w
(3)
2 ‖ΩN

r

)

≤

(

Ch2
rε

−2

Ch2
rε

−3

)

≤ Cε−1N−2 ln2 N.

Using the above estimates in (5.2), we have

‖LN (Y[k+1]
r − y)‖ΩN

r
≤ CN−2 ln3 N + Cε−1N−2 ln2 N

for some C. The end point of the subdomain ΩN
r is 1− 2τ , which is in general

is not in ΩN = {x1 < x2 < x3 < . . . < xN−1}, so we use a piecewise linear

interpolant of the previous iterate to determine Y[k+1]
r (1−2τ). Now, using our

inductive argument, we have

|(Y[k+1]
r − y)(1− 2τ)| = |(Ȳ

[k]
− y)(1 − 2τ)| = |(Y[k] − y)(1− 2τ)|

≤ |(Y[k] − ȳ)(1 − 2τ)|+ |(ȳ − y)(1 − 2τ)|, (5.3)
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where ȳ is the piecewise linear interpolant of y using grid points of Ω̄N
c . For

the second term on the right-hand side of (5.3), using solution decomposition
y as in (3.1), we get

|(ȳ − y)(1− 2τ)| ≤ |(v̄ − v)(1− 2τ)|+ |(w̄ −w)(1− 2τ)|. (5.4)

Note that (1 − 2τ) lies in Ω̄c. For any z ∈ C2(Ω̄c), standard argument of
piecewise linear interpolant z̄ gives

|(z − z̄)(1 − 2τ)| ≤ Ch2
c‖z

(2)‖Ω̄c
and |(z− z̄)(1− 2τ)| ≤ C‖z‖Ω̄c

. (5.5)

For the first term on the right-hand side of (5.4), we use the first bound of
(5.5), hc ≤ CN−1, and Lemma 2 to get

|(v̄ − v)(1 − 2τ)| ≤ Ch2
c‖v

(2)‖Ω̄c
≤ CN−2.

For the second term on the right-hand side of (5.4), when τ = 4ε
α lnN , note that

the layer function w is monotonically increasing in the region (1/3, 1−τ) ⊂ Ω̄c.
Hence using the second bound of (5.5), we have

|(w̄ −w)(1− 2τ)| ≤ C‖w‖Ω̄c
. (5.6)

Now, using (5.6) in (5.3) we have

|(Y[k+1]
r − y)(1− 2τ)| ≤ C2−k + CN−2 ln3 N + CN−2

≤ C2−k + CN−2 ln3 N.

Consider the mesh function

Ψ±(xi) =C

(

3 + xi

2

)

2−k +C(1 + xi)N
−2 ln3 N

+C(xi − (1− 2τ))ε−1N−2 ln2 N ± (Y[k+1]
r − y)(xi),

where C is positive constants suitably chosen so that the following are satisfied.
Note that, Ψ±(1 − 2τ) > 0, Ψ±(1) > 0 and LNΨ±(xi) > 0. Using the

discrete maximum principle for the operator LN on Ω̄N
r we get,

‖(Y[k+1]
r − y)‖Ω̄N

r
≤C

(

3 + xi

2

)

2−k + C(1 + xi)N
−2 ln3 N

+ C(xi − (1 − 2τ))ε−1N−2 ln2 N.

Consequently,

‖(Y[k+1]
r − y)‖Ω̄N

r \Ω̄c
≤ 4C

(

1

2

)

2−k + 2CN−2 ln3 N + 2Cτε−1N−2 ln2 N

≤ C2−(k+1) ++CN−2 ln3 N + Cτε−1N−2 ln2 N.

But since τ = 4ε
α lnN , this gives

‖(Y[k+1]
r − y)‖Ω̄N

r \Ω̄c
≤ C2−(k+1) + CN−2 ln3 N. (5.7)
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Case (ii): Error bound estimation on Ω̄N
c . We use solution decomposition

as in Lemma 2 at each point xi ∈ Ω̄N
c , the difference (Y[k+1]

c − y) can be
written in the form

(Y[k+1]
c − y)(xi) = (V[k+1]

c − v )(xi) + (W[k+1]
c −w)(xi). (5.8)

Suppose that (1 − τ) lies in Ω̄r. For any z ∈ C2(Ω̄r), standard argument of
piecewise linear interpolant z̄ gives

|(z− z̄)(1− τ)| ≤ Ch2
r‖z

(2)‖Ω̄r
. (5.9)

In the proposed scheme we use the mid-point difference scheme on Ω̄N
c . One

can deduce the following truncation error estimate as in [12] on xi ∈ Ω̄N
c as

‖(LN − L)y‖ΩN
c

≤

(

Ch2
c‖y

(4)
1 ‖ΩN

c
+ Ch2

c‖y
(2)
2 ‖ΩN

c

Cεh2
c‖y

(4)
2 ‖ΩN

c
+ Ch2

c(‖y
(3)
2 ‖ΩN

c
+ ‖y

(2)
1 ‖ΩN

c
)

)

.

Subcase (i): For the first term on the right-hand side of (5.8), using the
above local truncation error estimate, hc ≤ CN−1, ε ≤ CN−1 and Lemma 2,
we get

‖LN (V(k+1)
c − v )‖ΩN

c
= ‖f− Lv‖ΩN

c
= ‖(LN − L)v‖ΩN

c

≤

(

Ch2
c‖v

(4)
1 ‖ΩN

c
+ Ch2

c‖v
(2)
2 ‖ΩN

c

Cεh2
c‖v

(4)
2 ‖ΩN

c
+ Ch2

c(‖v
(3)
2 ‖ΩN

c
+ ‖v

(2)
1 ‖ΩN

c
)

)

≤

(

CN−2

CN−2

)

≤ CN−2.

Now, using our inductive argument, the bound of (5.9), hr ≤ CN−1, ε ≤
CN−1, and Lemma 2, we get

|(V[k+1]
c − v)(1 − τ)| = |(V̄

[k+1]
r − v)(1 − τ)| = |(V̄− v )(1− τ)|

≤ Ch2
r‖v

(2)‖Ω̄r
≤ CN−2,

where we have used the fact that (1− τ) is the mesh point of Ω̄N
r .

Consider the mesh function

Φ±(xi) = C

(

xi

2(1− τ)

)

2−k + (1 + xi)CN−2 ± (V[k+1]
c − v)(xi),

where C is positive constants to be choosen suitably, so that the following
expressions are satisfied. Note that Φ±(0) > 0, Φ±(1− τ) > 0, LNΦ±(xi) > 0.

We use the discrete maximum principle for the operator LN on Ω̄N
c to get

‖V[k+1]
c − v‖Ω̄N

c
≤ C

(

1

2

)

2−k + C(2− τ)N−2

≤ C2−(k+1) + CN−2.

Subcase (ii): For the second term on the right-hand side of (5.8), when
τ = 4ε

α lnN , using the arguments discussed as in ( [11], Lemma 6) for xi ∈ ΩN
c

we get

‖W[k+1]
c − w‖ΩN

c
≤ CN−2.
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Now, using error bound for the smooth and layer parts we get

‖(Y[k+1]
c − y)‖ΩN

c
≤ C2−(k+1) + CN−2 ln3 N. (5.10)

Combining the error bounds (5.7) and (5.10), we have

‖Y[k+1] − y‖Ω̄N ≤ C2−(k+1) + CN−2 ln3 N.

This completes the proof. ⊓⊔

Now we will show that the discrete Schwarz iterates converge at a higher
rate than that suggested by Lemma 5.

Lemma 6. Let Y[k](xi) be the kth iterate of the discrete Schwarz method de-
scribed in Section 4. Then there exists some C such that

‖Y[k+1] −Y[k]‖Ω̄N ≤ Cνk, where ν =
(

1 +
τα

2εN

)−N/2

< 1.

Furthermore, if τ = 4ε
α lnN, then ν ≤ 2N−1.

Proof. At the first iteration ‖Y[0]‖ΩN = 0. Then clearly

‖Y[1] −Y[0]‖ΩN = ‖Y[1]‖ΩN .

Y[1]
r satisfies

LNY[1]
r = fi for xi ∈ ΩN

r ,

Y[1]
r (1− 2τ) = Ȳ

[0]
(1− 2τ), Y[1]

r (1) = y(1).

Therefore, we use Lemma 4 to obtain ‖Y[1]
r ‖Ω̄N

r
≤ C.

Consequently, ‖Y[1]
r ‖Ω̄N

r \Ω̄c
≤ C. Also Y[1]

c satisfies

LNY[1]
c = fi−1/2 for xi ∈ ΩN

c ,

Y[1]
c (0) = y(0), Y[1]

c (1 − τ) = Ȳ
[1]
r (1 − τ).

Therefore, we can apply Lemma 4 to get ‖Y[1]
c ‖Ω̄N

c
≤ C. Combining all these

estimates we obtain
‖Y[1] −Y[0]‖Ω̄N ≤ Cν0.

Thus, the result holds for k = 0 and the proof is now completed by induction
argument. Assume that for an arbitrary integer k ≥ 0

‖Y[k+1] −Y[k]‖Ω̄N ≤ Cνk, where ν =
(

1 +
ατ

2εN

)−N/2

.

Note that LN (Y[k+1]
c −Y[k]

c )(xi) = 0 for xi ∈ ΩN
c , (Y[k+1]

c −Y[k]
c )(0) = 0, and

|(Y[k+1]
c −Y[k]

c )(1− τ)| ≤ Cνk.
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Let Φ
[k+1]
c (xi) =

(

Φ
[k+1]
1,c (xi), Φ

[k+1]
2,c (xi)

)T

be the solution of

{

Aδ2Φ
[k+1]
c (xi) + αD−Φ

[k+1]
c (xi) + βΦ̂

[k+1]
c (xi) = 0 for xi ∈ ΩN

c ,

Φ
[k+1]
c (x0) = 0, Φ

[k+1]
c (xn) = Cνk,

(5.11)

where A =

(

−1 0
0 − ε

)

. Using the maximum principle argument we note that

Φ
[k+1]
c (0) ≥ 0, Φ

[k+1]
c (1− τ) ≥ 0, Φ

[k+1]
c (xi) ≥ 0 for xi ∈ Ω̄N

c , and thus one can

easily deduce that LNΦ
[k+1]
c (xi) ≥ 0, for xi ∈ ΩN

c . Hence

LN (Φ[k+1]
c − (Y[k+1]

c −Y[k]
c ))(xi) = LN(Φ[k+1]

c )(xi)− LN(Y[k+1]
c −Y[k]

c )(xi),

≥ 0, asLN (Y[k+1]
c −Y[k]

c )(xi) = 0 for xi ∈ ΩN
c ,

Φ[k+1]
c (0)−(Y[k+1]

c −Y[k]
c )(0) ≥ 0, Φ[k+1]

c (1−τ)−(Y[k+1]
c −Y[k]

c )(1 − τ) ≥ 0.

Then by using Lemma 3 we have

(Y[k+1]
c −Y[k]

c )(xi) ≤ Φ[k+1]
c (xi) for xi ∈ ΩN

c . (5.12)

The exact solution to the difference problem (5.11) is

Φ[k+1]
c (xi) = Cνk(mi

1 −mi
2)/(m

N
1 −mN

2 ),

where

m1 =

(

1 +
αhc

2ε
+

βh2
c

4ε

)

+

√

(

1 +
αhc

2ε
+

βh2
c

4ε

)2

+

(

−1−
αhc

ε
+

βh2
c

2ε

)

≥ 1 +
αhc

2ε
=

(

1 +
α(1 − τ)

2εN

)

≥
(

1 +
ατ

2εN

)

,

m2 =

(

1 +
αhc

2ε
+

βh2
c

4ε

)

−

√

(

1 +
αhc

2ε
+

βh2
c

4ε

)2

+

(

−1−
αhc

ε
+

βh2
c

2ε

)

.

Now

LN (Y[k+2]
r −Y[k+1]

r )(xi) = 0, ∀ xi ∈ Ω̄N
r , (Y[k+2]

r −Y[k+1]
r )(1) = 0.

Using our inductive hypothesis and (5.12)

|( Y[k+2]
r −Y[k+1]

r )(1 − 2τ)| = |(Ȳ
[k+1]
c − Ȳ

[k]
c )(1 − 2τ)|

= |(Y[k+1]
c −Y[k]

c )(1 − 2τ)| ≤ Φ[k+1]
c (1− 2τ),

where we have used the fact that (1 − 2τ) is the mesh point of Ω̄N
c . Using

Lemma 4 we obtain

‖Y[k+2]
r −Y[k+1]

r ‖Ω̄N
r

≤ Φ[k+1]
c (1− 2τ).
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Here we used

Φ[k+1]
c (1− 2τ) = Cνk

m
N/2
1 −m

N/2
2

mN
1 −mN

2

≤
Cνk

m
N/2
1

= Cνk
(

1 +
τα

2εN

)−N/2

= Cνk
(

1 +
τα

2εN

)−N/2

= Cνk+1.

Therefore we get

‖Y[k+2]
r −Y[k+1]

r ‖Ω̄N
r
≤ Cνk+1 (5.13)

and consequently

‖Y[k+2]
r −Y[k+1]

r ‖Ω̄N
r \Ω̄c

≤ Cνk+1. (5.14)

Finally note that

LN (Y[k+2]
c −Y[k+1]

c )(xi) = 0 for xi ∈ ΩN
c , (Y[k+2]

c −Y[k+1]
c )(0) = 0.

Using our inductive hypothesis and (5.13), we have

|(Y[k+2]
c −Y[k+1]

c )(1 − τ)| = |(Ȳ
[k+2]
r − Ȳ

[k+1]
r )(1 − τ)|

= |(Y[k+2]
r −Y[k+1]

r )(1− τ)| ≤ Cν[k+1],

where we have used the fact that (1 − τ) is the mesh point of Ω̄N
c . Therefore,

we can apply Lemma 4 to get

‖Y[k+2]
c −Y[k+1]

c ‖Ω̄N
c
≤ Cνk+1. (5.15)

Combining the estimates (5.14) and (5.15) we obtain,

‖Y[k+2] −Y[k+1]‖Ω̄N ≤ Cνk+1.

For τ = 4ε
α lnN using the arguments given in Lemma 4.1 of [10] we obtain,

ν =
(

1 +
τα

2εN

)−N/2

=

(

1 +
2 lnN

N

)−N/2

≤ 2N−1, N ≥ 1.

⊓⊔

The following theorem is the main result of this paper, combining Lemmas 5
and 6 we prove that two iterations are sufficient to attain almost second-order
convergence.

Theorem 2. Let y(x) be the solution to (1.6)–(1.7) and Y[k](xi) be the kth

iterate of the discrete Schwarz method described in Section 4. If τ = 4ε
α lnN

and N > 2, then

‖Y[k] − y‖Ω̄N ≤ CN−k + CN−2 ln3 N.
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Proof. From Lemma 6 there exists Y such that Y := ltk→∞ Y[k]. We know
from Lemma 5 that there exists C such that

‖Y[k] − y‖Ω̄N ≤ C2−k + CN−2 ln3 N.

This implies that
‖Y− y‖Ω̄N ≤ CN−2 ln3 N. (5.16)

Also from Lemma 6 that there exists C such that

‖Y[k+1] −Y[k]‖Ω̄N ≤ CN−k.

Consequently, for N ≥ 2, there exists C such that

‖Y[k] −Y‖Ω̄N ≤ C

∞
∑

l=k

N−l = C

[

N−k

1−N−1

]

≤ CN−k. (5.17)

Thus, using (5.16) and (5.17), we conclude that

‖Y[k] − y‖Ω̄N = ‖Y[k] −Y+Y− y‖Ω̄N

≤ ‖Y[k] −Y‖Ω̄N + ‖Y− y‖Ω̄N ≤ CN−k + CN−2 ln3 N.

⊓⊔

6 Numerical experiments

In this section, we consider one example to illustrate the theoretical results
for the BVPs (1.1)–(1.2). The stopping criterion for the iterative procedure is
taken to be

‖Y[k+1] −Y[k]‖Ω̄N ≤ 10−14, for j = 1, 2.

We normally omit the superscript k on the final Schwarz iterate and write
simply Y N

j . Let Y N
j be a Schwarz numerical approximation for the exact

solution yj on the mesh ΩN and N is the number of mesh points. For a finite
set of values of ε = {20, . . . , 2−30}, we compute the maximum point-wise two
mesh difference errors for j = 1, 2

‖Y N
j − yj‖ΩN ≈ DN

ε,j := ‖Y N
j − Ȳ 2N

j ‖ΩN , DN
j = max

ε
DN

ε,j,

where Ȳ 2N
j is the numerical solution obtained on a mesh with the same tran-

sition points, but with 2N intervals in each subdomain. From these quantities
the ε-uniform order of convergence is computed from

pNj = log2
{

DN
j /D2N

j

}

, for j = 1, 2.

The computed maximum pointwise errors DN
j , (j = 1, 2) and the computed

order of convergence pNj , (j = 1, 2) and k (the number of iterations computed)
for various values of N and ε are tabulated in Table 1 and Table 2. The nodal
errors are plotted as graphs in Figure 1. We can see that the errors decrease
as N increases. The computed rates of convergence are almost second-order,
with the usual lnN factor associated with these techniques.
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Example 1. Consider the BVP

−εyiv(x) + (2− x)y′′′(x) + (1 + x)y′′(x)− (x2/5)y(x) = − sinhx,

y(0) = 0, y′′(0) = 0, y(1) = 0, y′′(1) = 0.

The numerical results are presented in Table 1 and Table 2.

Table 1. Values of DN

1
, pN

1
for the solution component Y1 for the Example 1

Number of mesh points N

64 128 256 512 1024

20 4.5356e-008 1.1447e-008 2.8752e-009 7.2046e-010 1.8032e-010
2−2 1.7836e-007 4.4157e-008 1.0975e-008 2.7349e-009 6.8258e-010
2−4 2.3850e-007 5.8368e-008 1.4400e-008 3.5733e-009 8.8980e-010
2−6 5.5922e-007 7.3269e-008 1.0758e-008 2.6651e-009 6.6270e-010
2−8 3.6738e-006 8.3723e-007 1.9091e-007 4.3482e-008 9.8857e-009
2−10 5.1796e-006 1.2608e-006 3.0798e-007 7.5364e-008 1.8455e-008
2−12 5.6146e-006 1.3864e-006 3.4362e-007 8.5332e-008 2.1212e-008
2−14 5.7272e-006 1.4191e-006 3.5296e-007 8.7960e-008 2.1942e-008
2−16 5.7556e-006 1.4274e-006 3.5532e-007 8.8625e-008 2.2128e-008
2−18 5.7627e-006 1.4294e-006 3.5591e-007 8.8792e-008 2.2174e-008
2−20 5.7645e-006 1.4299e-006 3.5606e-007 8.8834e-008 2.2186e-008
2−22 5.7650e-006 1.4301e-006 3.5610e-007 8.8845e-008 2.2189e-008
2−24 5.7651e-006 1.4301e-006 3.5610e-007 8.8847e-008 2.2189e-008
2−26 5.7651e-006 1.4301e-006 3.5611e-007 8.8848e-008 2.2190e-008
2−28 5.7651e-006 1.4301e-006 3.5611e-007 8.8848e-008 2.2190e-008
2−30 5.7651e-006 1.4301e-006 3.5611e-007 8.8848e-008 2.2190e-008
DN

1
5.7651e-006 1.4301e-006 3.5611e-007 8.8848e-008 2.2190e-008

pN
1

2.0112 2.0057 2.0029 2.0014 -
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Figure 1. Nodal error for the components Y1 and Y2 of the Example 1

7 Conclusions

A singularly perturbed fourth-order ODEs of convection-diffusion problem is
considered. It is shown that a designed discrete Schwarz method produces
numerical approximations which converge in the maximum norm to the exact
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Table 2. Values of DN

2
, pN

2
for the solution component Y2 for the Example 1

Number of mesh points N

64 128 256 512 1024

20 2.3114e-006 5.8302e-007 1.4641e-007 3.6683e-008 9.1808e-009
2−2 6.1032e-006 1.5000e-006 3.7168e-007 9.2499e-008 2.3072e-008
2−4 5.6156e-008 5.2490e-009 3.5293e-009 1.1476e-009 3.1933e-009
2−6 6.5589e-008 1.9600e-008 5.0806e-009 1.2941e-009 3.2651e-010
2−8 6.0556e-008 3.5318e-009 4.7276e-010 2.7546e-010 8.6772e-011
2−10 1.0437e-007 1.1904e-008 1.2359e-009 9.5007e-011 2.5776e-012
2−12 1.1620e-007 1.4187e-008 1.7060e-009 1.9786e-010 2.1020e-011
2−14 1.1921e-007 1.4769e-008 1.8263e-009 2.2423e-010 2.7083e-011
2−16 1.1997e-007 1.4916e-008 1.8565e-009 2.3086e-010 2.8610e-011
2−18 1.2016e-007 1.4953e-008 1.8641e-009 2.3253e-010 2.8992e-011
2−20 1.2021e-007 1.4962e-008 1.8660e-009 2.3294e-010 2.9088e-011
2−22 1.2022e-007 1.4964e-008 1.8665e-009 2.3305e-010 2.9111e-011
2−24 1.2022e-007 1.4965e-008 1.8666e-009 2.3307e-010 2.9117e-011
2−26 1.2022e-007 1.4965e-008 1.8666e-009 2.3308e-010 2.9119e-011
2−28 1.2022e-007 1.4965e-008 1.8666e-009 2.3308e-010 2.9119e-011
2−30 1.2022e-007 1.4965e-008 1.8666e-009 2.3308e-010 2.9119e-011
DN

2
6.1032e-006 1.5000e-006 3.7168e-007 9.2499e-008 2.3072e-008

pN
2

2.0246 2.0128 2.0066 2.0033 -

solution. This convergence is shown to be of almost second-order. Note that
from Theorem 2, for k ≥ 2 the N−2 + N−2 ln3 N term dominates the error
bound. Thus, two iterations are sufficient to attained the desired accuracy.

The present method gives improved numerical results with regard to error
and order compared with the other method in [2, 15, 16, 17]. From Theorem 2
it can be easily identified in which iterations, the Schwarz iterate terminates.
From the given example number of iterations taken by this method is not
more than two which is very much reduced when comparing iteration counts
presented in [8, 9]. This illustrates the efficiency of the method used with
proposed scheme in this paper.

Numerical experiment validate the theoretical result. The graphs plotted
in the figure is convergent curves in the maximum norm at nodal points for
the different values of ε and N for the example considered. This graph clearly
indicate that the optimal error bound is of order O(N−k +N−2 ln3 N) as pre-
dicted.
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Abstract. In this paper, the multiplicative second hyper Zagreb index is presented and the sharp upper bound for

this index of various graph operations for example, join, composition, cartesian and corona products of graphs are

derived. And we prove that the sharp upper bound is tight.
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1. INTRODUCTION

All graphs observed here are simple, connected and finite. Let V (G),E(G) and dG(w)

indicate the vertex set, the edge set and the degree of a vertex of a graph G respectively. A

graph with p vertices and q edges is known as a (p,q) graph. We encourage the readers to

see[5] for basic definitions and notations of a graph.
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A topological index is a numerical parameter which is mathematically attained from the

graph structure.

Gutman et.al.,[2] introduced the first and second Zagreb indices of a graph G as follows:

M1(G) = ∑
wz∈E(G)

(dG(w)+dG(z)) = ∑
w∈V (G)

d2
G(w) and M2(G) = ∑

wz∈E(G)

dG(w)dG(z)

Shirdel et.al. in [7] found Hyper-Zagreb index HM(G) which is established as

HM(G) = ∑
wz∈E(G)

[dG(w)+dG(z)]2.

Also, they have computed the hyper - Zagreb index of the cartesian product, composition, join

and disjunction of graphs.

A forgotten topological index F-index [4] is defined for a graph G as

F(G) = ∑
w∈V (G)

d3
G(w) = ∑

wz∈E(G)

[d2
G(w)+d2

G(z)]

Farahani et.al [3] defined the second hyper Zagerb as

HM2(G) = ∑
wz∈E(G)

[dG(w)dG(z)]2.

Here we introduce a second forgotten topological index F2 which is defined for a graph G as

F2(G) = ∑
w∈V (G)

d4
G(w).

V.R.Kulli [6] introduced the first and second Gourava indices and defined as

GO1(G) = ∑
wz∈E(G)

(dG(w)+dG(z))+(dG(w)dG(z))

and

GO2(G) = ∑
wz∈E(G)

dG(w)dG(z)(dG(w)+dG(z))

Todeschine et al [9,10] presented the multiplicative variants of ordinary Zagreb indices,

which are defined as follows:
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∏1 = ∏1(G) = ∏
w∈V (G)

dG(w)2 = ∏
wz∈E(G)

[
dG(w)+dG(z)

]
and ∏2 = ∏2(G) = ∏

wz∈E(G)
dG(w)dG(z)

]
Recently, Akbar [1] has introduced the multiplicative hyper Zagreb index, denoted by

∏HM(G) = ∏
uv∈E(G)

(dG(w)+dG(z))2

Also in this paper, the upper bounds on the multiplicative hyper Zagreb index of the cartesian,

corona product, composition, join and disjunction of graphs.

In this paper, we introduce a new graph invariant namely multiplicative second hyper Zagreb

index, denoted by

∏HM2(G) = ∏
uv∈E(G)

(dG(w)dG(z))2

In this paper, we compute the sharp upper bound for the multiplicative second hyper Zagreb

index of the graph operations for example, join, composition, cartesian and corona products and

prove that our bound is tight.

2. PRELIMINARIES

Lemma 2.1. [5, 8]

(a) dG1+G2(w) =


dG1(w)+V (G2), w ∈V (G2)

dG2(w)+V (G1), w ∈V (G2)

(b) dG1[G2](w,z) =V (G2)dG1(w)+dG2(z)

(c) dG1�G2((wi,z j)) = dG1(wi)+dG2(z j), where (wi,z j) ∈V (G1�G2).

(d)

dG1�G2(w) =


dG1(w)+ p2 i f w ∈V (G1)

dG1(w)+ p2 i f w ∈V (G2,i) f or some 0≤ i≤ p1−1,

where u ∈V (G1�G2) G2,i is the ith copy of the graph G2 in G1�G2.

Lemma 2.2 (Arithmetic geometric Inequality). Let y1,y2, . . . ,yn be non-negative numbers.

Then
y1 + y2 + · · ·+ yn

n
≥ n
√

y1y2 · · ·yn
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3. THE MULTIPLICATIVE SECOND HYPER ZAGREB INDEX OF JOIN OF GRAPHS

Theorem 3.1. Let Gi, i = 1,2 be a (pi,qi)− graph. Then

∏HM2 (G1 +G2)≤



HM2(G1)+ p2
2HM(G1)+ p4

2q1 +2p2GO2(G1)

+2p2
2M2(G1)+2p3

2M1(G1)

q1



q1

×



HM2(G2)+ p2
1HM(G2)+ p4

1q2

+2p1GO2(G2)+2p2
1M2(G2)+2p3

1M1(G2)

q2



q2

×



M1(G1)M1(G2)+ p2
1 p2M1(G1)+ p1 p2

2M1(G2)

+4p1q2M1(G1)+ p3
1 p3

2 + p2q1M1(G2)+4p2
1 p2

2q2

+4p2
1 p2

2q1 +16p1 p2q1q2

p1 p2



p1 p2

Proof : From the definition of the second hyper Zagreb index,

∏HM2 (G1 +G2) = ∏
wz∈E(G1+G2)

[
d2

G1+G2
(w)d2

G1+G2
(z)
]

= ∏
wz∈E(G1)

[
d2

G1+G2
(w)d2

G1+G2
(z)
]

× ∏
wz∈E(G2)

[
d2

G1+G2
(w)d2

G1+G2
(z)
]

× ∏
w∈V (G1)

∏
z∈V (G2)

[
d2

G1+G2
(w)d2

G1+G2
(z)
]

= A×B×C
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where A,B and C indicate the products of the above terms in order.

Now we calculate A.

A = ∏
wz∈E(G1)

[
d2

G1+G2
(w)d2

G1+G2
(z)
]

= ∏
wz∈E(G1)

[
(dG1 (w)+ p2)

2(dG1(z)+ p2)
2]

≤

 ∑
wz∈E(G1)

[
(dG1 (w)+ p2)

2(dG1(z)+ p2)
2]

q1


q1

=


∑

wz∈E(G1)

[
d2

G1
(w)+ p2

2 +2p2dG1(w)
]
[d2

G1
(z)+ p2

2 +2p2dG1(z)]

q1


q1

=



HM2(G1)+ p2
2HM(G1)+ p4

2q1 +2p2GO2(G1)

+2p2
2M2(G1)+2p3

2M1(G1)

q1



q1

Next we calculate B.

B = ∏
wz∈E(G2)

[
d2

G1+G2
(w)d2

G1+G2
(z)
]

= ∏
wz∈E(G2)

[
(dG2 (w)+ p1)

2(dG2(z)+ p1)
2]

≤

 ∑
wz∈E(G2)

[
(dG2 (w)+ p1)

2(dG2(z)+ p1)
2]

q2


q2

=


∑

wz∈E(G2)

[
d2

G2
(w)+ p2

1 +2p1dG2(w)
]
[d2

G2
(z)+ p2

1 +2p1dG2(z)]

q2


q2
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=



HM2(G2)+ p2
1HM(G2)+ p4

1q2 +2p1GO2(G2)

+2p2
1M2(G2)+2p3

1M1(G2)

q2



q2

Finally, we compute C.

C = ∏
w∈V (G1)

∏
z∈V (G2)

[
d2

G1+G2
(w)+d2

G1+G2
(z)
]

= ∏
w∈V (G1)

∏
z∈V (G2)

[
(dG1 (w)+ p2)

2(dG2(z)+ p1)
2]

≤

 ∑
w∈V (G1)

∑
z∈V (G2)

[(dG1 (w)+ p2)
2(dG2(z)+ p1)

2

p1 p2


p1 p2

=


∑

w∈V (G1)
∑

z∈V (G2)

[
d2

G1
(w)+ p2

2 +2p2dG1(w)
]
[d2

G2
(z)+ p2

1 +2p1dG2(z)]

p1 p2


p1 p2

=



M1(G1)M1(G2)+ p2
1 p2M1(G1)+ p1 p2

2M1(G2)+4p1q2M1(G1)

+p3
1 p3

2 + p2q1M1(G2)+4p2
1 p2

2q2 +4p2
1 p2

2q1 +16p1 p2q1q2

p1 p2



p1 p2

Now using A,B and C we get the deired result. �

Lemma 3.2. Let Gi,(i = 1,2) be two regular graphs of degree ri.

Let Gi,(i = 1,2) be a (pi,qi)− graph. Then

∏HM2 (G1 +G2) = (r1 + p2)
4q1× (r2 + p1)

4q2

× [(r1 + p2)
2(r2 + p1)

2]p1 p2

Proof :

∏HM2 (G1 +G2) = ∏
wz∈E(G1+G2)

[
d2

G1+G2
(w)d2

G1+G2
(z)
]
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= ∏
wz∈E(G1)

[
d2

G1+G2
(w)d2

G1+G2
(z)
]

× ∏
wz∈E(G2)

[
d2

G1+G2
(w)d2

G1+G2
(z)
]

× ∏
w∈V (G1)

∏
z∈V (G2)

[
d2

G1+G2
(w)d2

G1+G2
(z)
]

= ∏
wz∈E(G1)

(r1 + p2)
2(r1 + p2)

2
∏

wz∈E(G2)

(r2 + p1)
2(r2 + p1)

2

∏
wz∈E(G1)

∏
wz∈E(G2)

(r1 + p2)
2(r2 + p1)

2

= (r1 + p2)
4q1× (r2 + p1)

4q2

× [(r1 + p2)
2(r2 + p1)

2]p1 p2(1)

�

Remark 3.3. We find the upper bound of Lemma 3.2 when G is a regular graph of degree r

with p vertices and q edges. Here

q =
pr
2
,M1(G) = pr2,M2(G) = qr2,F(G) = 2qr2,F2(G) = 2qr3,

HM(G) = 4qr2HM2(G) = qr4,GO2(G) = 2qr3

Corollary 3.4. Let Gi,(i = 1,2) be two regular graphs of degree ri.

Let Gi,(i = 1,2) be a (pi,qi)− graph. Then

∏HM2 (G1 +G2)≤ (r1 + p2)
4q1× (r2 + p1)

4q2

× [(r1 + p2)
2(r2 + p1)

2]p1 p2(2)

From (1) and (2) the bound is tight.
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4. THE MULTIPLICATIVE SECOND HYPER ZAGREB INDEX OF COMPOSITION OF

GRAPHS

Theorem 4.1. Let Gi, i = 1,2 be a(pi,qi)− graph. Then

∏HM2 (G1 [G2])≤



p4
2q2F2(G1)+ p2

2M1(G1)HM(G2)+ p1HM2(G2)

+2p3
2F(G1)M1(G2)+2p2

2M1(G1)M2(G2)+4p2q1GO2(G2)

p1q2



p1q2

×



p6
2HM2(G1)+ p3

2M1(G2)F(G1)+q1(M1(G2))
2 +4p4

2q2GO2(G2)

+16p2
2q2

2M2(G1)+4p2q2M1(G1)M1(G2)

q1 p2
2



q1 p2
2

Proof :

∏HM2 (G1 [G2]) = ∏
(w,k)(z,l)∈E(G1[G2])

[
d2

G1[G2]
(w,k)d2

G1[G2]
(z, l)

]
= ∏

w∈V (G1)
∏

kl∈E(G2)

[
d2

G1[G2]
(w,k)d2

G1[G2]
(z, l)

]
× ∏

k∈V (G2)
∏

l∈V (G2)
∏

wz∈E(G1)

[d2
G1[G2]

(w,k)d2
G1[G2]

(z, l)]

= A×B,

where A and B indicate the products of the above terms in order.

Now we compute A.

A = ∏
w∈V (G1)

∏
kl∈E(G2)

[
d2

G1[G1]
(w,k)d2

G1[G2]
(w, l)

]
= ∏

w∈V (G1)
∏

kl∈E(G2)

[
[p2dG1(w)+dG2(k)]

2[p2dG1(w)+dG2(l)]
2]

≤

 ∑
w∈V (G1)

∑
kl∈E(G2)

[
[p2dG1(w)+dG2(k)]

2[p2dG1(w)+dG2(k)]
2]

p1q2


p1q2
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=



∑
w∈V (G1)

∑
kl∈E(G2)

[
p2

2d2
G1
(w)+d2

G2
(k)+2p2dG1(w)dG2(k)

]
[

p2
2d2

G1
(w)+d2

G2
(l)+2p2dG1(w)dG2(l)

]
p1q2



p1q2

=



p4
2q2F2(G1)+ p2

2M1(G1)HM(G2)+ p1HM2(G2)+2p3
2F(G1)M1(G2)

+2p2
2M1(G1)M2(G2)+4p2q1GO2(G2)

p1q2



p1q2

B = ∏
k∈V (G2)

∏
l∈V (G2)

∏
wz∈E(G1)

[
d2

G1[G1]
(w,k)d2

G1[G2]
(z, l)

]
= ∏

k∈V (G2)
∏

l∈V (G2)
∏

wz∈E(G1)

[
[p2dG1(w)+dG2(k)]

2[p2dG1(z)+dG2(l)]
2]

≤

 ∑
k∈V (G2)

∑
l∈V (G2)

∑
wz∈E(G1)

[
[p2dG1(w)+dG2(k)]

2[p2dG1(z)+dG2(l)]
2]

p2
2q1


p2

2q1

=



∑
k∈V (G2)

∑
l∈V (G2)

∑
wz∈E(G1)

[
p2

2d2
G1
(p)+d2

G2
(k)+2p2dG1(w)dG2(k)

]
[

p2
2d2

G1
(z)+d2

G2
(l)+2n2dG1(z)dG2(l)

]
q1 p2

2



q1 p2
2

=



p6
2HM2(G1)+ p3

2M1(G2)F(G1)+q1(M1(G2))
2 +4p4

2q2GO2(G2)

+16p2
2q2

2M2(G1)+4p2q2M1(G1)M1(G2)

q1 p2
2



q1 p2
2

Using A and B, we get the required result. �
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Lemma 4.2. Let Gi, i = 1,2 be two regular graphs of degree ri and

let Gi, i = 1,2 be a (pi,qi)-graph. Then ∏HM2 (G1 [G2]) = (p2r1 + r2)
4(p1q2+p2

2q1).

Proof :

∏HM2(G1[G2]) = ∏
w∈V (G1)

∏
kl∈E(G2)

[
d2

G1[G2]
(w,k)d2

G1,[G2]
(w, l)

]
× ∏

k∈V (G2)
∏

l∈V (G2)
∏

wz∈E(G1)

[
d2

G1[G2]
(w,k)d2

G1[G2]
(z, l)

]
= ∏

w∈V (G1)
∏

kl∈E(G2)

(p2r1 + r2)
2(p2r1 + r2)

2

× ∏
k∈V (G2)

∏
l∈V (G2)

∏
wz∈E(G1)

(p2r1 + r2)
2(p2r1 + r2)

2

= (p2r1 + r2)
4p1q2× (p2r1 + r2)

4p2
2q1

= (p2r1 + r2)
4(p1q2+p2

2q1)(3)

�

Corollary 4.3. Let Gi,(i = 1,2) be two regular graphs of degree ri.

Let Gi,(i = 1,2) be a (pi,qi)− graph. Then

∏HM2 (G1 [G2])≤ (p2r1 + r2)
4(p1q2+p2

2q1)(4)

From (3) and (4) our bound is tight.

5. THE MULTIPLICATIVE SECOND HYPER ZAGREB INDEX OF CARTESIAN PRODUCT

OF GRAPHS

Theorem 5.1. Let Gi, i = 1,2 be a(pi,qi)−graph. Then

∏HM2(G1�G2)≤



q2F2(G1)+2F(G1)M1(G2)+4M1(G1)M2(G2)

+M1(G1)F(G2)+ p1HM2(G2)+4q1GO2(G2)

p1q2



p1q2
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×



p1F2(G2)+2F(G2)M1(G1)+4M1(G2)M2(G1)

+M1(G2)F(G1)+ p2HM2(G1)+4q2GO2(G1)

p2q1



p2q1

Proof :

∏HM2 (G1�G2)≤ ∏
(w,k)(z,l)∈E(G1�G2)

[
d2

G1�G2
(w,k)d2

G1�G2
(z, l)

]
= ∏

w∈V (G1)
∏

kl∈E(G2)

[
d2

G1�G2
(w,k)d2

G1�G2
(z, l)

]
× ∏

k∈V (G2)
∏

wz∈E(G1)

[
d2

G1�G2
(w,k)d2

G1�G2
(z, l)

]
= A×B

where A and B indicate the products of the above terms in order.

Now we calculate A.

A = ∏
w∈V (G1)

∏
kl∈E(G2)

[
d2

G1�G2
(w,k)d2

G1�G2
(z, l)

]
= ∏

w∈V (G1)
∏

kl∈E(G2)

[
[dG1(w)+dG2(k)]

2[dG1(w)+dG2(l)]
2]

≤

 ∑
w∈V (G1)

∑
kl∈E(G2)

[dG1(w)+dG2(k)]
2[dG1(w)+dG2(l)]

2

p1q2


p1q2

=



∑
w∈V (G1)

∑
kl∈E(G2)

[
d2

G1
(w)+d2

G2
(k)+2dG1(w)dG2(k)

]
[
d2

G1
(k)+d2

G2
(l)+2dG1(w)dG2(l)

]
p1q2



p1q2
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=



q2F2(G1)+2F(G1)M1(G2)+4M1(G1)M2(G2)+M1(G1)F(G2)

+p1HM2(G2)+4q1GO2(G2)

p1q2



p1q2

Now we compute B.

B = ∏
k∈V (G2)

∏
wz∈E(G1)

[
d2

G1�G2
(w,k)d2

G1�G2
(z, l)

]
= ∏

k∈V (G2)
∏

wz∈E(G1)

[
[dG1(w)+dG2(k)]

2[dG1(z)+dG2(k)]
2]

≤

 ∑
k∈V (G2)

∑
wz∈E(G1)

[dG1(w)+dG2(k)]
2[dG1(z)+dG2(k)]

2

p2q1


p2q1

=



∑
k∈V (G2)

∑
wz∈E(G1)

[
d2

G1
(w)+d2

G2
(k)+2dG1(w)dG2(k)

]
[
d2

G1
(z)+d2

G2
(k)+2dG1(z)dG2(k)

]
p2q1



p2q1

=



q1F2(G2)+2F(G2)M1(G1)+4M1(G2)M2(G1)+M1(G2)F(G1)

+p2HM2(G1)+4q2GO2(G1)

p2q1



p2q1

Using A and B we get the desired result. �

Lemma 5.2. Let Gi1i = 1,2 be two regular graphs of degree ri and

let Gi;= 1,2 be a (pi,qi)− graph. Then ∏HM2(G1�G2) = (r1 + r2)
4(p1q2+p2q1)

Proof :

∏HM2(G1�G2) = ∏
w∈V (G1)

∏
kl∈E(G2)

[
d2

G1�G2
(w,k)d2

G1�G2
(w, l)

]
× ∏

k∈V (G2)
∏

wz∈E(G1)

[d2
G1�G2(w,k)+dG2

1�G2
(z,k)]
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= ∏
w∈V (G1)

∏
kl∈E(G2)

(r1 + r2)
2 (r1 + r2)

2

× ∏
k∈V (G2)

∏
wz∈E(G2)

(r1 + r2)
2 (r1 + r2)

2

= (r1 + r2)
4p1q2× (r1 + r2)

4p2q1

= (r1 + r2)
4(p1q2+p2q1)(5)

�

Corollary 5.3. Let Gi,(i = 1,2) be two regular graphs of degree ri.

Let Gi,(i = 1,2) be a (pi,qi)− graph. Then

∏HM2(G1�G2)≤ (r1 + r2)
4(p1q2+p2q1)(6)

From (5) and (6) the bound is tight.

6. THE MULTIPLICATIVE SECOND HYPER ZAGREB INDEX OF CORONA PRODUCT OF

GRAPHS

Theorem 6.1. Let Gi, i = 1,2 be a (pi,qi)-graph. Then

∏HM2 (G1�G2)≤



p4
2q1 +2p3

2M1(G1)+4p2
2M2(G1)+ p2

2F(G1)

+HM2(G1)+2p2GO2(G1)

q1



q1

×



q2 +2M1(G2)+4M2(G2)+F(G2)

+HM2(G2)+2GO2(G2)

q2



p1q2
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M1(G1)M1(G2)+4q2M1(G2)+ p2M1(G1)+ p2M1(G2)(p1 p2 +4q1)

+16q1q2 p2 +4p2
2q1 + p1 p2

2(p2 +4q2)

p1 p2



p1 p2

Proof :

∏HM2 (G1�G2) = ∏
wz∈E(G1)

(
(dG1(w)+ p2)

2(dG1(z)+ p2)
2)

× ∏
w∈V (G1)

∏
kl∈E(G2)

(
(dG2(k)+1)2(dG2(l)+1)2)

× ∏
w∈V (G1)

∏
k∈V (G2)

(
(dG1(w)+ p2)

2(dG2(k)+1)2)
= A×B×C

where A,B and C are the products of the about terms in order.

Now calculate A,

A = ∏
wz∈E(G1)

(
(dG1(w)+ p2)

2(dG1(z)+ p2)
2)

≤

 ∑
wz∈E(G1)

(dG1(w)+ p2)
2(dG1(z)+ p2)

2

q1


q1

=

 ∑
wz∈E(G1)

[d2
G1
(u)+ p2

2 +2p2dG1(w)][d
2
G1
(z)+ p2

2 +2p2dG1(z)]

q1


q1

=

[
p4

2q1 +2p3
2M1(G1)+4p2

2M2(G1)+ p2
2F(G1)+HM2(G1)+2p2GO2(G1)

q1

]q1

Next compute B.

B = ∏
w∈V (G1)

∏
kl∈E(G2)

(
(dG2(k)+1)2(dG2(l)+1)2)

≤

 ∑
w∈V (G1)

∑
kl∈E(G2)

(dG2(k)+1)2(dG2(l)+1)2

p1q2


p1q2
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=



∑
w∈V (G1)

∑
kl∈E(G2)

[
1+2(dG2(k)+dG2(l))+4dG2(k)dG2(l)

(d2
G2
(k)+d2

G2
(l))+d2

G2
(k)d2

G2
(l)

+2(d2
G2
(k)dG2(l)+dG2(k)d

2
G2
(l))
]

p1q2



p1q2

=

[
q2 +2M1(G2)+4M2(G2)+F(G2)+HM2(G2)+2GO2(G2)

q2

]p1q2

Finally, compute C

C = ∏
w∈V (G1)

∏
k∈V (G2)

(
dG1(w)+ p2)

2(dG2(k)+1)2)

≤

 ∑
w∈V (G1)

∑
k∈V (G2)

(
dG1(w)+ p2)

2(dG2(k)+1)2)
p1 p2


p1 p2

=


∑

w∈V (G1)
∑

k∈V (G2)

(
d2

G1
(w)+2p2dG1(w)+ p2

2)(d
2
G2
(k)+2dG2(k)+1)

)
p1 p2


p1 p2

=



M1(G1)M1(G2)+4q2M1(G2)+ p2M1(G1)+ p2M1(G2)(p1 p2 +4q1)

+16q1q2 p2 +4p2
2q1 + p1 p2

2(p2 +4q2)

p1 p2



p1 p2

Now multiplying A,B and C we get the required result. �

Lemma 6.2. Let Gi, i = 1,2 be two regular graph of degree ri, and

let Gi, i = 1,2 be a (pi,qi)− graph. Then

∏HM2 (G1�G2) = (r1 + p2)
4q1× (r2 +1)4p1q2× ((r1 + p2)

2(r2 +1)2)p1 p2

Proof :

∏HM2(G1�G2) = ∏
wz∈E(G1)

(
(dG1(w)+ p2)

2(dG1(z)+ p2)
2)
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× ∏
w∈V (G1)

∏
kl∈E(G2)

(
(dG2(k)+1)2(dG2(l)+1)2)

× ∏
w∈V (G1)

∏
k∈V (G2)

(
(dG1(w)+ p2)

2(dG2(k)+1)2)
= ∏

wz∈E(G1)

(r1 + p2)
2(r1 + p2)

2

× ∏
uwinV (G1)

∏
kl∈E(G2)

(r2 +1)2(r2 +1)2

× ∏
w∈V (G1)

∏
k∈V (G2)

(r1 + p2)
2(r2 +1)2

= (r1 + p2)
4q1× (r2 +1)4p1q2× ((r1 + p2)

2(r2 +1)2)p1 p2(7)

�

Corollary 6.3. Let Gi,(i = 1,2) be two regular graphs of degree ri.

Let Gi,(i = 1,2) be a (pi,qi)− graph. Then

∏HM2(G1�G2)≤ (r1 + p2)
4q1× (r2 +1)4p1q2× ((r1 + p2)

2(r2 +1)2)p1 p2(8)

From (7) and (8) the bound is tight.

7. CONCLUSION

In this paper,we have defined the multiplicative second hyper Zagreb index and derived the

sharp upper bound for this index of various graph operations lke join, composition, cartesian

and corona producst of graphs are derived. And we have proved that the sharp upper bound is

tight.
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ABSTRACT

Starch and its derivatives are one of the signiϑicant excipients used in the phar-
maceutical formulations due to their multi-purpose functionalities. The pur-
pose of this study is two-fold: (1) Firstly, to propose a systematic approach in
understanding the material properties of a starch derivative (pregelatinised
starch/PGS) using analytical ‘toolbox’ as part of ‘alternative supplier sourc-
ing’, and secondly (2) To demonstrate the effect of PGS from different ven-
dors on the tablet disintegration using model formulations. Contextually, a
two-tier characterisation procedure is generally considered as a prerequisite
for establishing the sameness of the material obtained either from different
batches or from various vendors. Primarily, the sameness between typical
quality-control tests and compendial requirements are to be established. If
similar, then sameness between the functional characteristics is to be estab-
lished. In this context, the PGS from two vendors met the speciϑications, and
there were no differences for the test results in the certiϑicates of analysis.
However, when subjected to functionality assessment, the two lotswere found
to be distinctly different. The inϑluence of the functional property variations
was further exempliϑied from viscosity results of raw material. Furthermore,
this differencewas evenmore evidentwhen themodel formulationswere sub-
jected to disintegration testing. The similarity in compendial tests but signiϑi-
cant differences in functionality characteristics for the PGS of two vendors can
be unravelled by considering variations in particle size, crystallinity, starch
retrogradation and these changes are potentially attributed to the differences
in the gelatinisation procedures adopted by the vendors.
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INTRODUCTION

Alternate supplier evaluation for active pharma-
ceutical ingredients (APIs) and excipients is one
of the critical projects that are currently spon-
sored within many pharmaceutical companies (Sar-
avanan et al., 2019). The motivation behind “Alter-
nate Supplier Sourcing Projects or simply Alter-
nate Sourcing” are numerous, few of which are:
cost savings, the addition of more than one sup-
plier, streamlining or reduction in the number of
suppliers, overcoming supplier monopoly, quality
issues with current suppliers, business contingency
plans etc. (Moreton, 2019). ”Alternate sourcing” are
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activities wherein new product development is not
involved, however, involves the replacement of one
or more components of an existing formulation that
can be either API or excipients. APIs are the ingre-
dients that are intended to furnish pharmacological
actions. Whereas, excipients are added to pharma-
ceutical drug formulations to assist in the manufac-
turing, improve dosage form’s stability, bioavailabil-
ity, patient acceptability etc. (Kubbinga et al., 2014).
Excipients have been historically characterised as
non-functional constituents that have no impact on
the therapeutic activity of the medicine, and, in this
context, the substitutions are carried over (Kush-
ner, 2013). The primary assumption behind such
projects is ”excipients sameness” based on “Certiϑi-
cate of Analysis or CoA” (Bejarano et al., 2019).

However, time and again, there has been a body
of literature evidence indicating excipient func-
tional characteristics playing a critical role on man-
ufacturability, processability and product perfor-
mance (Ruban et al., 2018). There is now an
increased awareness about the role of excipients
and their inϑluence they exert on the developed for-
mulations (Abrantes et al., 2016). Although the
supplier change does not have a regulatory impact,
it does require experimental validation (Charoo,
2020). The route to identity, purity, etc. are
addressed and are provided as ’excipient speciϑica-
tions’ in the pharmacopoeias which are also pro-
vided as CoA by the vendors (Ramesh et al., 2019).
However, assessment for excipient function or func-
tionality speciϑications are not provided (Elder et al.,
2016). One reason could be that since the excipients
play a multitude of roles in the formulation, hence,
it is controversial to include the functional property
assessment in the monograph (Gamble et al., 2010).
Nevertheless, it is the necessity of the formulator
to understand the functional property requirement
as well as its assessment to provide products with
consistent quality. To overcome such undesirable
events, guideline documents (2015/C 95/02) have
been formalised to regulate supply chain of excip-
ients with the idea of ascertaining risk assessment
procedures, those, similar to APIs (Kader, 2016).

In most cases, the mono source accessibility of crit-
ical raw material is regarded as a signiϑicant ϑinan-
cial and quality risk (Jaberidoost et al., 2013). As
part of business contingency plans in meeting mar-
ket demands, a common strategy widely adopted
is “pharmaceutical alternate sourcing” and to have
more than one suppliers/vendor (Wöhl-Bruhn et al.,
2013). That said, to provide a successful exchange
of one excipient with others in the formulation, it
is often required for suppliers to markdown the
source of origin of excipients. Historically, excipi-

ents were obtained from minerals, plants, microor-
ganisms, chemical modiϑication of a natural com-
pound upon puriϑication, or purely chemical syn-
thesis etc., the ϑinal product variability either pre-
exists (natural sourcing) or is created during man-
ufacturing or may arise due to inadequate excipi-
ent functional speciϑications. These variabilities can
exist between suppliers (inter-variability) or within
suppliers’ batch (intra-variability) (Zhao and Augs-
burger, 2006). As per the law of variation, every-
thing varies as well as it is random; subsequently,
control of variability becomes difϑicult. It is impera-
tive to delineate the variability, causing compromise
on product quality from white noise.

As per ICH Q8 requirements (Srinivasan and
Iser, 2009), the quality compromising variability
should be described as critical. In such scenarios,
the following attributes are identiϑied as part of
the requirements which are (i) critical material
attributes (referring to quality compromised due
to input materials, CMAs), (ii) critical process
parameters (referring to quality compromised
due to manufacturing process, CPPs), (iii) critical
quality attributes (referring to quality compro-
mised due to output product, CQAs) (Simões et al.,
2020). To consistently deliver on the intended
product performance (CQAs) as well as avoiding
batch failures and product recalls, understanding
the impact of CMAs, as well as CPPs, are required.
The correlation of manufacturing process on ϑinal
product characteristics is well-understood and
well-documented. Interestingly, while developing
a robust formulation, a thorough consideration of
the variabilities associated with both raw material
and process should be performed as well as doc-
umented. In doing so, either of the two common
approaches is utilised (i) traditional approach:
involves tightening the speciϑications concerning
API, excipients and process, (ii) QbD approach:
expected variabilities from API as well as excip-
ients are incorporated and; appropriate process
end-point identiϑied (Simões et al., 2020). The
advantage concerning QbD approach is that, during
manufacturing, the complex interplay between API,
excipients, and process are controlled effectively,
while, the traditional approach might not address
the interactions (Yu et al., 2014).

Interestingly, FDA adopted the question-based
review (QbR) which requires the sponsors to
understand, integrate and implement the effect
of raw material variability to assure product
quality through optimal process design and
performance-based speciϑications (Srinivasan
and Iser, 2009). For this, a detailed understanding
of a substance’s chemical, structural, molecular,
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particulate, mechanical, and bulk properties are
to be explored and, will be a prerequisite to link
the material properties to CPPs and CQAs (Simões
et al., 2020). Various researchers have exten-
sively characterised the impact of the excipient
material property variations, lot-to-lot/batch-to-
batch variations, source-to-source variations for
microcrystalline cellulose (MCC) (Haware et al.,
2010), native and pregelatinised starch (Adedokun
and Itiola, 2010), lactose (Ticehurst et al., 1996),
sodium starch glycollate (SSG) (Shah and Augs-
burger, 2002), magnesium stearate (Zarmpi et al.,
2020), dicalcium phosphate (DCP) (Landín et al.,
1994), hydroxy propyl cellulose (HPC) (Alvarez-
Lorenzo et al., 1998), carbomer (Pérez-Marcos
et al., 1993), glyceryl monostearate (O’laughlin
et al., 1989), polyethene glycol (PEG) (Wöhl-Bruhn
et al., 2013), croscarmellose sodium (Zhao and
Augsburger, 2006), Xanthum gum (Thacker et al.,
2010), crospovidone (Shah and Augsburger, 2001)
etc., using various analytical methods in a way to
understand as well as control the variability on
the performance and manufacturability of dosage
forms.

The primary objective of this work is to have a
robust yet straightforward ’toolbox’ to identify the
critical material attributes of pregelatinised starch
(PGS) and its suitability to screen the incoming
raw materials. There are various types of starch
like waxy starch, high amylose containing, and high
amylopectin containing starches. These variations
can have a profound inϑluence on product perfor-
mance; that is, the high amylose starch is used as a
binderwhile high amylopectin provides disintegrat-
ing properties. Similarly, the pregelatinised starch
can undergo retrogradation which could poten-
tially inϑluence the properties. Analytical ‘toolbox’
employed to characterise PGS were X-Ray Powder
Diffraction (XRPD), Raman spectroscopy, polarised
light microscopy, laser diffraction, thermogravime-
try, viscosity measurements etc. A comprehensive
understanding of the functionality of pregelatinised
starch (PGS) would be essential. Based on the
understanding obtained from the solid state studies,
amodel API, and excipients alongwith PGS from two
vendors (labelled as Vendor 1 and Vendor 2) were
studied. Once the functional assessmentwas carried
out, model formulations were prepared and charac-
terised.

MATERIALS ANDMETHODS

Materials

Two different batches were formulated using model
API, excipients (hypromellose, microcrystalline

cellulose/MCC, pregelatinised starch/PGS, Sodium
Stearyl Fumarate) whose batch numbers and
vendor source were all kept constant. Moreover,
identical formulation procedures were followed
with one exception: pregelatinised starch (PGS)
sourced from two vendors. The PGS from two
different vendors were found to be similar con-
cerning the certiϑicate of analysis (CoA). However,
the disintegration of tablets was found to be much
dissimilar.

Figure 1: Comparison of the XRD patterns of
native starch, PGS from Vendor 1 and PGS from
Vendor 2

Figure 2: Properties of birefringence of Natural
Starch (left), PGS from Vendor 1 (middle), PGS
from Vendor 2 (right)

Figure 3: Comparison of the Raman Spectra of
Native Starch, Pregelatinized Starch from
Vendor 1 and Vendor 2

Powder X-Ray Diffraction (PXRD)
PXRD proϑiles of pregelatinised starch from two
sources were collected on Bruker powder X-ray
diffractometer (Model D8 ADVANCE); with theta-
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Table 1: Viscosity Measurements of Pregelatinized Starch (n=3, in Centipoise, cP)
Vendor 1 Vendor 2

Run 1 4.5 8.8
Run 2 4.7 9.5
Run 3 4.8 9.7
Average 4.7 9.3
SD 0.2 0.5
RSD 3% 5%

Figure 4: Particle Size Distribution,
Photomicrographs (as insert) and Three-tier
distribution summary for PG Starch granules
from two different vendors

Figure 5: TG curves for pregelatinized starch
from Vendor 1 and Vendor 2

Figure 6: Comparison of disintegration time of
formulations prepared using different
pregelatinized starch from two vendors (n=6,
Mean=±SD, error bars represent standard
deviation)

theta geometry, a Copper anode (Kα1, λ = 1.5406
Å) and LynxEyeTM detector. The X-ray tube was
operated at a voltage of 40 kV and a current of 40
mA. Each diffraction proϑile was collected in con-
tinuous mode and the scan range of 3◦ to 45◦ 2θ,
with a step size of 0.01◦ 2θ and with a time per
step of 0.1 sec. Top loading method was employed
for sample preparation using PMMA (Poly-methyl
methacrylate) sample holder (25 mm). The data
processing was performed using Bruker Eva soft-
ware. Parameters like sample grinding and rotation
of holder were studied to understand the preferred
orientation effects.

Particle Size Analyser (PSA)

Particle size distribution (volume-weighted) of PGS
was measured by laser light diffraction (Malvern
Mastersizer 2000, Malvern Instruments, Worcester-
shire, UK) using a dry sampling unit. Particle size
calculation involved Mie theory approximation, and
the following standard operating procedure (SOP)
was used which were as follows, refractive index:
1.52, vibration feed rate: 25%, measurement time:
7 s, dispersive air pressure: 4 bar. Particle size dis-
tribution is characterised by themassmedian diam-
eter (d0.5), i.e., the size in microns at which 50% of
the sample is smaller, and 50% is larger, and the vol-
ume mean diameter (D4,3). Values presented are
the average of at least three determinations.

Polarised Light Microscopy (PLM)

The polarised microscopic images of PGS were
recorded with a CCD camera attached to the Nikon
LV100 POL microscope and the data were analysed
using the in-built NIS elements software. Few mg
of samples were placed on a clean glass slide and
were examined using PLM under various magniϑi-
cations. To perform the birefringence experiments
and to detect very weak birefringence, the λ/4 com-
pensator is utilised. Optical, average particle size,
particle shape and sample agglomerative properties
of both the samples were compared.

Thermogravimetric Analyzer (TGA)

Thermal analysis was conducted using thermal
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gravimetric analysis (TGA) instrument (model:
851e/LF1100, Mettler-Toledo GmbH, Switzerland)
equipped with a robotic arm (model: TSO801RO)
for automated sampling. The TGA was conducted
on pregelatinised starch from two vendors (sample
weight was kept consistent ~10 mg). The total
weight of each sample (accurately weighed into
open 70 µL aluminium oxide crucibles using the
TGA microbalance) was 10 (± 1) mg. The powder
sample was heated from 25 to 200 ◦C at a heating
rate of 10 ◦C/min, under a nitrogen ϑlush (10 mL
per min). The instrument measured the change in
mass and recorded the temperature proϑile and was
calibrated using indium. Data were analysed using
Stare Base Software for Windows 7(Mettler-Toledo
GmbH, Switzerland)

Raman Spectroscopy

Raman spectra of PGS in triplicates for each sam-
ple were recorded with a Kaiser Raman RXN2 Ana-
lyzer (Kaiser Optical Systems, Inc., Ann Arbor, MI).
The excitation wavelength of 785 nm actuated at
200mW. Signalswere detected by a Charge-Coupled
Device (CCD) camera. Spectral acquisitions were
made by using the iC Raman software (Kaiser Opti-
cal Systems). Spectral acquisitions were obtained in
the range 100–1800 cm−1, at a resolution of 1 cm−1

and each run contained an average of 75 scans as
well as 10 s exposure time settings which resulted
in a 15 min-long acquisition proϑile. The recorded
Raman spectra were exported in .csv format and
were processed in MS-Excel 2010.

Viscosity Measurements

The viscosity of the pregelatinised starches from
two different vendors was studied over one hour.
The samples (~5 grams) were taken in a 500 ml
beaker towhich 270ml of distilledwaterwas added,
and the temperaturewas set at 25 ◦Cwhilst stirring.
The sampleswere added slowly for oneminute. Stir-
ringwas continued for twominutes, and the speedof
the stirrer was adjusted to prevent the formation of
vortex, agglomeration and incorporation of air. The
viscosity of the prepared suspensions was deter-
mined by using a Brookϑield viscometer (Model DV
III, BrookϑieldEngineeringLab, Stoughton,MA,USA)
at 100 rpm using a UL adapter and ULA spindle. Vis-
cosity measurements were made in triplicate and
were monitored regularly, and, the values were
recorded after 60 mins.

Model Formulation

API, hypromellose, microcrystalline cellulose,
pregelatinised starch were accurately weighed and
passed through a 40-mesh screen to get uniform
size particles andmixed in a blender for 15min. The

obtained blend was lubricated with sodium stearyl
fumarate, and mixing was continued for a further
5 min. The only change being the pregelatinised
starch procured from Vendor 1 (Model formulation-
1) and Vendor 2 (labelled as model formulation-2).
The resultant mixture was directly compressed
into tablets by using 9 mm round ϑlat-faced punch.
Compression force was kept constant for both the
formulations.

Disintegration Testing
As per the recommendations from the United States
Pharmacopeia (USP) compendial test (701), prod-
uct performance was assessed using disintegration
testing which states the use of disks to understand
the particle deaggregation as well as end-point
detection in water as the immersion ϑluid (Davani,
2017). Average values obtained by testing six
tablets disintegrationwere used to compare the per-
formance of the model formulations.

RESULTS AND DISCUSSION

Indeed, it is well-recognised that the composi-
tion and structure of the starch control its prop-
erties (Whistler et al., 2012). These inϑluencing
parameters can then be categorised into follow-
ing: structural-level, molecular-level, particle-level,
bulk-level as well as the impact of these parameters
on the performance of the material.

Excipient Variability Analysis at Structural-Level
using XRPD and PLM
The native starches possess two types of crys-
tallinity (i) A-type, predominantly found in cereal
starches (except high amylose variety), (ii) B-type,
abundant in root and tuber starches (Whistler et al.,
2012). The X-ray diffractograms of native corn
starch samples andpregelatinised samples fromtwo
vendors are shown in Figure 1. The native starch
samples displayed high-intensity peaks at Bragg’s
angle (2θ) about 15◦, 18◦, and 23◦ that is represen-
tative of typical A-type crystalline pattern indicat-
ing its semi-crystalline nature. XRPD patterns for
Vendor 1 displays peak at 2θ = 15◦, 17◦, 18◦ and
23◦ are visualised, suggesting that a certain degree
of ordering of native corn starch is retained. On
the other hand, XRPD patterns for Vendor 2 demon-
strates halo and a peak at low 2θ = 5◦. Based on
these results, it can be interpreted that Vendor 1
provides a partially crystalline pregelatinised starch
while Vendor 2 provides an amorphous grade of
pregelatinised starch.

As illustrated in Figure 2. upon examination of
native starch granules under a polarised lightmicro-
scope (PLM), a typical birefringence with precise
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Maltese crosses is visualised due to the hilum. Sim-
ilarly, when pregelatinised starch from Vendor 1 is
observed under PLM, majority of the granules were
aggregated, slightly swollen but displayed a degree
of birefringence, suggesting that the granules were
not entirely disrupted, however, maintained a cer-
tain degree of crystallinity. Nevertheless, no bire-
fringence can be observed in granules from Vendor
2, indicating that the ordered structure of starchwas
fully gelatinised and entirely disrupted (Liu et al.,
2017). Theoutcomeof PLMmeasurementswas con-
sistent with the result of X-rays, showing the vari-
ability in the crystallinity between two materials.

Excipient Variability Analysis atMolecular-Level
using Raman Spectroscopy

The gelatinisation process and its completion can
be followed using vibrational spectroscopy (NIR,
FTIR and Raman). The region between 450 to 500
cm−1 and 800 to 900 cm−1 is used to understand.
Changes in peak width could be correlated to alter-
ation in crystallinity/amorphicity (Mutungi et al.,
2012). Similarly, changes in peak intensity/position
are indicative of different proportions of amylose
or amylopectin, degree of crystallinity, starch ret-
rogradation among the investigated samples. The
peak at 480 cm−1 and 488 cm−1, as well as 868
cm−1 and 856 cm−1, are assigned to crystallinity
changes as well as to starch retrogradation, respec-
tively (Flores-Morales et al., 2012). The high inten-
sity of 488 cm−1 and 856 cm−1 indicates that Ven-
dor 2 is fully pregelatinised while the opposing
trend with Vendor 1 indicates the material has ret-
rograded and recrystallised. Reiterating, starch is
composed of alternating crystalline and amorphous
regionswhich is evidencedwith the illustrativemal-
tese cross in PLM images. Peak width was found
to be discriminative in the following chronologi-
cal order native starch<Vendor 1<Vendor 2 indicat-
ing the Vendor 2 samples are amorphous, Figure 3.
These results are in linewith XRD and PLM. The cor-
relation of starch granule size with the starch ret-
rogradation indicates a completely varied gelatini-
sation pattern for Vendor 2.

Excipient Variability Analysis at Particle-Level
using Laser Diffraction and Optical Microscopy

The pregelatinised starch particle sizes (inmicrons)
obtained from both the vendors using laser diffrac-
tion are presented, see Figure 4. Particle size dis-
tributions were unimodal, narrow, however Vendor
1 showed d10 = 22 µm, d50 = 54 µm and d90 =
110 µm that were smaller in comparison with Ven-
dor 2 which were d10 = 113 µm, d50 = 202 µm and
d90 = 337 µm, respectively. There is a ϑirm agree-
ment between the particle sizes that are observed

usingmicroscopy andwhich ismeasured using laser
diffraction.

ExcipientVariabilityAnalysis atBulk-Levelusing
TGA
Thermogravimetric analysis (TGA) offers detailed
information onmass transition, temperature ranges
typical of moisture/volatile release, and kinetic
information. Representative thermograms are
shown in Figure 5. The thermogram shows one
weight-loss event/extensive endotherm observed
between RT and ~140 ◦C, which is due to loss of
water. This is consistent with both vendors demon-
strating similarity in a loss on drying.

Excipient Variability and Correlation with
Performance-Viscosity Measurements
The impact of both starch retrogradation, as well as
particle size, was correlated to PGS performance by
measuring the viscosity build-up as a deterministic
parameter for 60 mins. That is, it is vital to under-
stand the rheological or ϑlow behaviour to com-
pare the binder/disintegrant efϑiciency of pregela-
tinised starch. Since PGS demonstrates shear thin-
ning behaviour where the viscosity decreases along
when the shear rate increases. Hence the shear rate
was kept constant for PGS obtained from both the
vendors.

The efϑiciency of PGS from both the vendors has
been evaluated as a function of the viscosity. The 2%
w/v aqueous dispersion maintained at a tempera-
ture of 25 ◦C for Vendor 1 and Vendor 2 had a viscos-
ity of 4.7± 0.2 cP and 9.3± 0.5 cP, respectively, for
details refer Table 1. That is, Vendor 2 demonstrated
higher viscosity than Vendor 1, which could retard
dissolution due to viscosity build-up (Zámostný
et al., 2012). Additionally, formulations were pre-
pared and subjected to disintegration testing.

Excipient Variability and Correlation with
Performance-Disintegration Testing
Two formulations were prepared to test the hypoth-
esis mentioned above using the same components
(API and excipients), with one exception, which is
PG starch from two different vendors. In one for-
mulation, PG starch from Vendor 1 (termed model
Formulation-1) was used while in the other formu-
lation Vendor 2 (termed model Formulation-2) was
employed. Since the API in the formulations is cate-
gorised as BCS class 3, the use of disintegration as
a surrogate test to dissolution is employed (Nick-
erson et al., 2018). Disintegration results for both
the model formulation tablets manufactured using
different PG starch values are provided in Figure 6.
Model formulation-1 was found to comply with the
in-house speciϑication, which is, disintegration time
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of <4.5 mins while the model formulation-2 show a
DT of ~15mins. Results indicate that the mean time
taken for the disintegration of model formulation-2
is higher in comparison with the other formulation.

Correlation of Physical Characterisation with
Performance Tests
Pregelatinized starch is a modiϑied corn starch
which exhibits high water holding capacity. Fur-
thermore, it is a versatile excipient that is pH-
independent disintegrant, diluent, stabiliser for
water-sensitive drugs etc. Physico-chemical char-
acterisation indicated that Vendor 1 contained
smaller particles, birefringence, crystallinity similar
to native starch. In contrast, Vendor 2 was found
to be more like an amorphous fully pregelatinised
starch. In order to correlate the material property,
two performance measurement tools like viscosity
test for PG starch and disintegration test for model
formulations were carried out. The viscosity of Ven-
dor 2 resembled the speciϑication of pregelatinised
material in line with the speciϑications, while for
Vendor 1, it was close to native starch.

Similarly, the disintegration test was evaluated for
a potential correlation. The disintegration time for
the model formulation-1 was within the speciϑica-
tion of <4.5 mins while for model formulation-2 it
was~15mins. The trends observedwith disintegra-
tion, mirror those observed with the physicochem-
ical measurements and viscosity measurements. It
has been well-recognised that full pregelatinization
makes the excipient soluble in cold water and the
PGSwould behave as a binderwhile itwould be inef-
fective as a disintegrant. Zamostny and Majerova
explained that the soluble portion of pregelatinised
starch would swell (related to the cold water solu-
bility of PG starch) and it could inhibit the caffeine
diffusivity (Zámostný et al., 2012). That is, the PG
starch from Vendor 2 displayed binding property,
whereas PG starch from Vendor 1 displayed disin-
tegrant property.

CONCLUSIONS

A primary objective of this studywas to evaluate the
functionality of pregelatinised starch from two dif-
ferent vendors as part of ‘Alternate Sourcing Strat-
egy”. Albeit the monograph provides tests of purity
and identiϑication, it does not provide any assur-
ance on the materials’ functional characteristics or
their inϑluence on the performance of the product.
Results of this study conϑirmed that the differences
in crystallinity, starch retrogradation, particle size
within the pharmacopoeial speciϑications could dis-
play signiϑicant differences in their inϑluence on PG
starch viscosity and tablet disintegration. More-

over, it is demonstrated that minimal variations in
the properties of the pregelatinised starch, which
is used as a disintegrant or binder in drug product
formulations, can signiϑicantly alter the release pro-
ϑile of active pharmaceutical ingredient. That is, a
thorough characterisationof thematerial properties
and its correlation to product performance is con-
sidered imperative. In conclusion, functional simi-
larity rather than pharmacopoeial similarity is con-
sidered as the key criterion for theprojects involving
”Alternate Sourcing Strategy”.
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Mrh mwf;fl;lisr; nrhw;nghopT kw;Wk; guprspg;G - 18.03.2021 

jkpoha;Tj; Jiw kw;Wk; tuyhw;Wj; Jiw ,ize;J Mrh 

mwf;fl;lisr; nrhw;nghopT kw;Wk; guprspg;G tpoh eilngw;wJ. ,iw 

tzf;fk; kw;Wk; jkpo;j;jha; tho;j;Jld; njhlq;fpa ,t;tpohtpy; 

tuyhw;Wj;Jiw nghWg;Gj; Jiwj;jiytu; Kidtu; ypq;fk;khs; 

tuNtw;Giuahw;wpdhu;. ,f;fy;tpahz;bw;fhd mwf;fl;lis nghWg;ghsu; 

Kidtu; ,uhrhj;jp mwf;fl;lis mwpKf ciuahw;wpdhu;. fy;Y}up Kjy;tu; 

mUs;Kidth; k. Nrtpau; MNuhf;fparhkp> Nr.r. mtu;fs; jiyikapy; 

Vw;ghL nra;ag;gl;Ls;s ,t;tpohtpy; jkpoha;Tj;Jiwj; jiytu; Kidtu; 

Qh.ng];fp> tof;fwpQu; R+.khu;bd; MfpNahu; Kd;dpiy tfpj;jdu;. 

midj;Jf; fy;Y}up khztu;fSf;fhf 16.03.2021 md;W elj;jg;gl;l 

Nghl;bfspy; gupR ngw;w jpUr;rp Njrpaf; fy;Y}up> nrd;id yNahyh 

fy;Y}up> Ntl;ltyk; yNahyh fy;Y}up> GJf;Nfhl;il khl;rpik jq;fpa 

kd;du; fy;Y}up khztu;fSf;Fg; gupRfSk;> rhd;wpjo;fSk; toq;fg;gl;ld. 

nrd;idg; gy;fiyf;fofj; jkpo; ,yf;fpaj;Jiwg; Nguhrpupau; Kidtu; 

M.Foe;ij tPukhKdptupd; MSikfs; vd;fpw ikag;nghUspy; rpwg;Giu 

Mw;wpdhu;.; Kidtu; Ngh.[hd;rd;  ed;wpAiuahw;wpdhu;.  Ma;T khztu; 

gh.vopy; nry;td;  epfo;Tfisj; njhFj;J toq;fpdhu;. ,t;tpohtpy; 

Ntl;ltyk; yNahyh fy;Y}up> jpUr;rp Njrpa fy;Y}up khztu;fs; cl;gl> 

J}a tsdhu; fy;Y}up jkpo; kw;Wk; tuyhw;Wj;Jiw ,sq;fiy> KJfiy 

khztu;fs;> Nguhrpupau;fs;> jkpo; Mu;tyu;fs;> tof;fwpQu;fs; gq;Nfw;wdu;. 
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3/30/2021 17:21:14 18ubu612a@mail.sjctni.edu MANIKANDAN S 06385808987 Karur Other UG Student BBA III Year 4 Yes 5 Useful 

3/30/2021 17:21:45 19ubu565@mail.sjctni.edu dharik anwar 9345831214 TRICHY TAMILNADU UG Student bba II year 2 Yes 3
NOTHING

3/30/2021 17:21:57 hariharasudaan007@gmail.com A.HARI HARA SUDAAN 7904321903 Trichy Tamil nadu UG Student Bba II year 4 Yes 4 Nothing
3/30/2021 17:22:38 19ubu546@mail.sjctni.edu SHREE JAYANTH SARASRAAM M09629774396 TENKASI TAMILNADy UG Student BUSINESSES ADMINISTRATIONII year 5 Yes 5 NICE AND USEFUL SESSION TO US.
3/30/2021 17:23:58 19ubu654@mail.sjctni.edu S.Naveen 7639081097 Dindigul Tamilnadu UG Student BBA II year 4 Yes 4 Very good
3/30/2021 17:24:04 akstyles36@gmail.com Arun Karthi 06369698061 Trichy Tamil nadu UG Student BBA II year 4 Yes 5 Keep it up
3/30/2021 17:25:48 nithishsurya.nk@gmail.com Nithish Kumar R 9566929864 Thanjavur Tamil Nadu UG Student BBA III Year 4 Yes 4 It was overall a good learning experience 
3/30/2021 17:26:46 kevinandrew665@gmail.com Kevina andrew R 9791693695 Trichy Tamilnadu UG Student BBA III Year 4 Yes 4 Excellent 
3/30/2021 17:26:58 18ubu605a@mail.sjctni.edu B SRIHARISUGAN 9597971640 Namakkal Tamil Nadu UG Student Bachelor of BUSINESS ADMINISTRATIONIII Year 5 Yes 5 No
3/30/2021 17:27:01 bharathi19648@gmail.com R. Bharathi 7867931537 Karur Tamil Nadu UG Student BBA II year 5 Yes 3 No
3/30/2021 17:28:21 karanmuthur2224@gmail.com Karan s 9943114702 Sivagangai Tamil nadu UG Student BBA III Year 4 Yes 5 Nothing
3/30/2021 17:29:12 dineshbaburohit@gmail.com Rohit 9488769168 Tiruchirappalli Tamil Nadu UG Student Business Administration III Year 4 Yes 4 No
3/30/2021 17:29:31 19ubu529@mail.sjctni.edu GOWTHAM M 9976281136 Karur Tamilnadu UG Student BBA II year 3 Yes 3 no
3/30/2021 17:29:51 18ubu523a@mail.sjctni.edu Abdul Faseet Khan B.K 06384637746 Trichy Tamilnadu UG Student Business Administration III Year 5 Yes 4 It's nice and we'll understandable
3/30/2021 17:30:56 18ubu549a@mail.sjctni.edu jerson ebinesh 08524985894 Pudukkottai tamil nadu UG Student BBA III Year 5 Yes 5 it's very good
3/30/2021 17:31:13 19ubu525@gmali.Sjctni.edu s monanpandy 7904738664 trichy tamilnadu UG Student bba II year 3 Yes 3 No

3/30/2021 17:31:47 18ubu567a@mail.sjctni.edu Antony samy.l 7448548484 Trichy Tamilnadu UG Student BBA III Year 1 Yes 2 சிற~©

3/30/2021 17:32:42 18ubu572a@mail.sjctni.edu Bharathiraja S 06379273290 Perambalur Tamil Nadu UG Student BBA III Year 4 Yes 4 Good
3/30/2021 17:32:53 arunkumarajalingam028@gmail.com Arun Kumar 9789334377 Trichy Tamilnadu UG Student BBA III Year 5 Yes 5 No suggestions 
3/30/2021 17:34:34 18ubu543a@mail.sjctni.edu Ranjith Kumar J 07094563792 Thanjavur TamilNadu UG Student BBA III Year 1 Yes 1 No
3/30/2021 17:37:39 18ubu546a@mail.sjctni.edu jone amala nathan.a 7867989559 trichy tamil nadu UG Student BBA III Year 5 Yes 5 very good
3/30/2021 17:39:21 18UBU562a@gmail.com SANDHANA YASOR. J 08940328101 Thanjavur Tamilnadu UG Student BBA III Year 3 Yes 4 Good
3/30/2021 17:39:36 18ubu656a@mail.sjctni.edu Stephen s 9843920238 Puthukkotti Tamilnadu UG Student BBA III Year 5 Yes 5 No
3/30/2021 17:40:19 19ubu676@mail.sjctni.edu Harish 07397178301 ramanathapuram Tamil Nadu UG Student BBA II year 4 Yes 4 No
3/30/2021 17:45:25 akash.jose1603@gmail.com Akash jose 6381740560 Cuddalore Tamil Nadu UG Student BBA III Year 5 Yes 4 It's good
3/30/2021 17:45:33 18ubu646a@mail.sjctni.edu Lakshmanan 9677307781 Tiruchirapalli Tamilnadu UG Student BBA III Year 5 Yes 5 Really great
3/30/2021 17:46:39 19ubu541@mail.sjctni.edu Pitchai pandi M 9952215842 Dindigul Tamilnadu UG Student BBA II year 4 Yes 2 It is a useful program
3/30/2021 17:55:47 19ubu538@mail.sjctni.edu Venniz Joe Roman . J 09842090604 Trichy Tamil Nadu UG Student Bachelor Of Business AdministrationII year 5 Yes 5 .
3/30/2021 17:59:26 kgokul005@gmail.com Gokul K 9629950485 Virudhunagar Tamilnadu UG Student Business Administration II year 4 Yes 4 Nothing
3/30/2021 17:59:42 18ubu542a@mail.sjctni.edu SUDHA KANRAN 9952201155 Karur Tamilnadu UG Student BBA III Year 4 Yes 3 Good
3/30/2021 18:01:12 18ubu528a@mail.sjctni.edu Alan Roshan 09498859528 Trichy Other UG Student BBA III Year 5 Yes 5 Gud 
3/30/2021 18:02:08 19ubu523@mail.sjctni.edu SRI KRISHNA S 08883287434 Trichy Tamilnadu UG Student BBA II year 5 Yes 4 It's fine and good.
3/30/2021 18:02:32 19ubu502@mail.sjctni.edu Jacob Samuvel 09344400433 Trichy Tamilnadu UG Student Bba II year 4 Yes 4 Nothing
3/30/2021 18:15:22 19ubu561@mail.sjctni.edu Titus Titus 08925429074 Dindigul Other PG Student BBA II year 3 Yes 4 No
3/30/2021 18:15:50 jerin1142@gmail.com Antro jerin A 7094435251 Theni Tamil Nadu UG Student BBA III Year 3 Yes 4 No
3/30/2021 18:23:02 19ubu670@mail.sjctni.edu Samuvel. P 6382457016 Trichy Tamilnadu UG Student Bba II year 3 Yes 1 Good ok
3/30/2021 18:31:14 headvindoss@gmail.com Headvin doss j 9698344142 Trichy Tamil nadu UG Student BBA II year 4 Yes 4 Nothing 
3/30/2021 18:34:58 vkmarunnithi@gmail.com Arunnithi.M 9677886673 Trichy Tamilnadu UG Student BBA 'A' II year 4 Yes 5 Good
3/30/2021 18:56:57 19ubu635@mail.sjctni.edu Ezhilamudhan 07092094355 Thanjavur Tamil Nadu UG Student Department of Business AdministrationII year 4 Yes 4 No
3/30/2021 19:00:30 randyarun8201@gmail.com Antony Arun A 9786849567 Trichy Tamil Nadu UG Student BBA III Year 4 Yes 5 Good explanation 
3/30/2021 19:01:13 varunncc72@gmail.com 19ubu571 Vairaperumal 07358927439 Trichy Other UG Student BBA II year 4 Yes 3 No
3/30/2021 19:07:29 19ubu532@mail.sjctni.edu K Guru prasath 8248214474 Trichy Tamil Nadu UG Student BBA II year 5 Yes 5 No issuses
3/30/2021 19:19:44 19ubu623@mail.sjctni.com Manoj Kumaaran 08110910016 Sivagangai Other UG Student Bbw-b II year 3 Yes 3 . 
3/30/2021 19:20:38 veeramanivadivel23@gmail.com Veeramani. v 9585967288 karur621313 tamilnadu UG Student BBAA III Year 3 No 4 Human
3/30/2021 19:43:23 asathjanmohamed09321@gmail.com Asath Asath 07904323288 ARIYALUR TAMILNADU UG Student BBA III Year 3 Yes 3 No
3/30/2021 19:49:35 18ubu516a@mail.sjctni.edu REVANTH J 9566732398 Ramanathapuram Tamil Nadu UG Student BBA III Year 5 Yes 5 No
3/30/2021 20:11:24 19ubu610@mail.sjctni.edu 19UBU610_Ruban Joyvince07708262448 Pudukkottai Other UG Student BBA II year 4 Yes 4 No
3/30/2021 21:59:44 18ubu553a@mail.sjctni.edu PRIYAN 9600371230 Sivaganga Tamil Nadu UG Student BBA III Year 3 Yes 3 Good 
3/30/2021 22:50:50 18ubu553a@mail.sjctni.edu PRIYAN 9600371230 Sivaganga Tamil Nadu UG Student BBA III Year 3 Yes 3 Good 
3/31/2021 11:40:13 18ubu572a@mail.sjctni.edu Bharathiraja S 06379273290 Perambalur Tamil Nadu UG Student BBA III Year 4 Yes 4 Good
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